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ABSTRACT: Converting handwritten prescriptions into
electronic format offers several advantages and is cru-
cial for modern healthcare systems. It is essential nowa-
days because of some factors such as — Legibility and
Accuracy: Handwritten prescriptions can be challenging
to read and interpret; accessibility and Portability: Elec-
tronic prescriptions can be easily stored; Decision Sup-
port Systems: By digitising prescriptions, healthcare sys-
tems can integrate them with electronic health records
(EHRs) and utilise decision support systems. Convolu-
tional neural networks (CNNSs) are a class of deep learn-
ing algorithms that have proven effective in extracting hand-
written text from various documents, including medical
prescriptions. By leveraging CNNs for handwritten text
extraction, healthcare systems can automate the process
of digitising prescriptions, reducing manual effort and
potential human errors. This enables seamless integra-
tion with electronic systems, facilitating better patient care
and overall healthcare management. In this paper, we have
trained the CNN model for different parameters and ob-
served the accuracy and loss for various parameters. We
got a maximum training accuracy of 89% and a maximum
testing accuracy of 70%.
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1. Introduction

Electronic Health Records (EHRs) [1] are computerised
representations of patients’ medical records, including in-
depth details about their medical history, diagnoses, treat-
ments, medications, and other pertinent information. EHRs
attempt to increase healthcare information efficiency, ac-
curacy, and accessibility by switching to electronic sys-
tems from the more common paper-based ones [2]. Here
are a few factors emphasising the significance of EHRs:

Accessibility and Continuity of Care: Healthcare pro-
fessionals may securely and swiftly access patient infor-
mation thanks to EHRs, no matter where or when they
need to. This makes it easier for the various healthcare
professionals involved in a patient’s treatment to coordi-
nate and provide continuity of care.

Patient Safety and Quality of Care: EHRs offer a
centralised and comprehensive view of a patient’s health
data, lowering the possibility of medical errors, such as
drug conflicts or overprescribing. It helps healthcare pro-
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fessionals give individualised care based on the patient’s
needs and medical history.

Efficiency and Cost-Effectiveness: EHRs reduce pa-
perwork and administrative stress by streamlining admin-
istrative chores, including record-keeping, appointment
scheduling, and billing [3]. As a result, efficiency is in-
creased while manual record management expenses are
decreased.

The digitalisation of medical prescriptions plays a crucial
role in maintaining EHRs. By converting handwritten pre-
scriptions into electronic format, the prescription informa-
tion can be easily integrated into the patient’s EHR [2].
This ensures accurate and up-to-date medication records,
facilitates medication reconciliation, and enhances pa-
tient safety.

Deep learning [4], a subset of machine learning, has
revolutionised various fields, including healthcare. It in-
volves training neural networks with multiple layers to learn
and extract complex patterns from data automatically.
Deep learning techniques, particularly convolutional neu-
ral networks (CNNs), are vital in extracting handwritten
text from medical prescriptions. Here’s why:

Accuracy in Text Extraction: CNNs excel in image rec-
ognition tasks and can accurately identify and extract
handwritten text from prescription images. By training CNN
models on large datasets of handwritten samples, they
can learn handwritten text’s intricate patterns and struc-
tures, improving text extraction accuracy.

Flexibility and Adaptability: CNNs can handle varia-
tions in handwriting styles, sizes, and orientations. They
can generalise well to different prescription images, mak-
ing them suitable for processing a wide range of handwrit-
ten prescriptions.

Speed and Efficiency: CNNs can rapidly process pre-
scription images, enabling real-time or near-real-time text
extraction. This expedites the conversion of handwritten
prescriptions into electronic format, enhancing the overall
efficiency of maintaining EHRs.

The future scope of extracting handwritten text from medi-
cal prescriptions using CNNs involves continuous advance-
ments in deep learning techniques and increasing the
availability of large, diverse, and well-annotated datasets.
This can further improve the accuracy and generalisation
capabilities of the models.

Additionally, advancements in natural language process-
ing (NLP) techniques can be integrated to extract more
comprehensive information from the prescription text, such
as dosage instructions, medication names, and patient-
specific details. This would enhance the utility of EHRs
and improve the automation of clinical workflows. Further-
more, integrating computer vision techniques with CNNs
can extract additional information from prescriptions, such

as prescription signatures, stamps, or other relevant an-
notations.

Overall, the future lies in developing robust and versatile
deep learning models, leveraging larger datasets, and in-
tegrating complementary technologies to enhance the
extraction of handwritten text and other relevant informa-
tion from medical prescriptions, thus further advancing
the maintenance and utility of EHRs.

In this paper, we have defined a Convolutional Neural Net-
work for recognising Medicine names from the paperbased
prescription for which we have collected real-world data
from doctors and clinicians. The training and testing on
the CNN model are performed on the collected image
samples, and the model’s performance is evaluated based
on loss and accuracy. In the future section, we discuss
our work during training, testing, and evaluation of the
model.

2. Early Work

Optical character recognition is a significant topic for
machine learning and deep learning study (OCR) [4]. With
the help of machine learning (ML) and deep learning (DL)
algorithms like SVMs, HMMs, CNNs, RNNs, and LSTMs,
it is possible to identify text and extract useful informa-
tion accurately. This is known as handwritten text recog-
nition (HTR) and handwritten word recognition (HWR).

The ongoing effort in OCR has many applications. Still,
this paper focuses on how we incorporate HWR and HTR
techniques in the healthcare application, i.e., to maintain
the electronic health record (EHR), as well as how pre-
cisely and effectively we can extract the information in a
prescription. To maintain EHR, improve the accuracy, and
increase the efficiency with which we can extract infor-
mation from the medical prescription. This paper discusses
how OCR techniques can extract text from paperbased
medical prescriptions successfully.

The current section refers to earlier work in HTR and HWR
for prescriptions. The compilation that follows includes
some of the significant recent work.

The proposed solution [5] offers an efficient method to
extract handwritten text separately from printed text in
one of the latest works by the paper’s author that concen-
trates on techniques to classify or separate printed and
handwritten texts. The handwritten text extracted here
offers useful tools for future research because itincludes
details about the medications and the patient’s dosages.

The author of the paper [6] proposes a three-layer method
that uses convolution layers to translate each character
in the recognised sequence into an alphabetic character
using a CTC loss function. To determine the end prob-
abilities of words for HWR, the bi-LSTM layer is followed
by a linear layer. In the third layer, string matching is
used to find the closest term in the corpus. The corpus
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mainly consists of medical terminologies to improve the
precision of text extraction.

One of the latest systems proposed in [7] captures text
through a mobile application using CNN and OCR meth-
ods. Although the system is implementable, its accuracy,
which is in the range of 70%, prevents it from achieving
greater accuracy.

Deep learning-based methods have shown to be signifi-
cant for OCR techniques, implying that they might addi-
tionally be effective for HWR and HTR. The text from the
input picture can be divided into 64 predefined sets of
classes for text recognition using artificial neural networks,
according to the author of one of the most recent papers
[8]. Deep Convolutional Recurrent Neural Networks train
the supervised machine learning model in the proposed
system. The proposed system’s output displays impres-
sive outcomes with 98% accuracy.

The paper’s [9] author suggested utilising machine learn-
ing to recognise doctors’ handwriting to generate digital
prescriptions. “Handwritten Medical Term Corpus” is a
dataset that includes 17431 samples of 480 medical
terms. A Bidirectional Long Short-Term Memory (LSTM)
network is the foundation of the proposed system, and
eight alternative combinations are used to assess the
effectiveness of the suggested approach. Utilising Rotat-
ing, Shifting, and Stretching (RSS) and Bidirectional LSTM
for data augmentation, the system achieved an average
accuracy of about 93.0%.

Balci et al. used two approaches: classifying words di-
rectly and character segmentation. using CNN and LSTM.
[10] Khandokar, M et al. investigated CNN'’s capability to
recognise the characters from the image dataset and the
recognition accuracy with training and testing. [11]. Com-
bining CNN for classification and Error error-correcting
output Code Classifier yields better accuracy than the
conventional CNN. [12] deep recurrent neural networks
with LSTM, for which the authors used Gated Fully Con-
volutional Network architecture. [13]

We can infer from the papers above that deep learning
and machine learning techniques efficiently create a sys-
tem to recognise the text from prescriptions. The research
mentioned above offers HTR and HWR implementation
methods. The papers also outline the areas that could
use improvement and how the suggested systems might
soon prove helpful.

3. Methods and Materials

In the proposed Model discussed in this paper, we will
train the Convolution Neural Network (CNN) model on the
images of medicine names extracted from the paper-based
prescription. The image pre-processing is performed on
the collected sample images that get converted to a for-
mat suitable for training. Image Pre-processing is followed
by the processing phase, which includes defining the CNN

model and model training.

Out of the sourced data, 80% is collected for training and
20% for testing.

3.1. Data Collection

Data is collected from various clinics in the city. Doctors
of a particular clinic are requested to write prescriptions
three times, each containing 15 medicines that physi-
cians nationwide must prescribe. The number of doctors
we reached was 10, and the number of collected pre-
scriptions for training was around 30. Also, each doctor
writes a new prescription as they prescribe to the patient,
which is used for model evaluation.

The prescriptions were written using a pen of variable tips
so the trained model would be more generalised. After
collecting the required data, some manual pre-process-
ing is done on this data, like cropping the individual medi-
cine names and renaming the image file. The image for-
mat used here is *.PNG’. In total, 30 prescriptions con-
tained 15 medicine names, as shown in Figure 1. In total,
the number of samples is equal to 450, of which 360
samples are used for training & remaining 90 samples
are used for testing.
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Figure 1. Sample Prescription for data collection

3.2. Training Data and Testing Data Preparation
Training data: The sample data images were collected
in the medicine data folder. The sample image is given a
name according to sequence from 1 — 450, for example,
1.PNG, 2.PNG, and so on, as shown in Figure 2(a).

After storing the images in the folder, the image labels
with corresponding medicine names separated by a
comma (,) are written in an ‘annotation.txt’ file. This file is
used while training the CNN model to map an image to
the corresponding labels, as shown in Figure 2(b).
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Testing Data: The images selected for testing are added
to the folder named ‘test-data’ with image names given by
sequence numbers from 1to 90. The testimages are also
stored in *.PNG’ format, as shown in Figure 2(c). Like the
containing test image label and respective medicine name,
as shown in figure 2(d), this ‘test-data.txt’ file will be used
to compare the performance of the CNN model based on

the predicted labels and actual labels, which are men-
tioned in the ‘test-labels.txt’ file.

After performing the above process on the training and
testing data set, we must import that data into a Python
program to perform further actions. Adictionary data struc-
ture is used to store the image filenames.

fl.PNG,Crocin 500mg

pm—— E—— —— —— r—— E——
1.PNG 2PNG IPNG APNG SPNG 6.PNG 7PNG 2.PNG,Calpol 500mg
N e o e B s 3.PNG,Combiflam
16.PNG 17.PNG 18PNG 19.PNG 20.PNG 21.PNG 22PNG 4.PNG,Levocetirizine 5mg
—— — e —_— —— Sr— —_— 5.PNG,Loratadine 10mg
31.PNG 12.PNG 33PNG 34PNG 35.PNG 36PNG ITPNG 6.PNG,Montelukast 10mg
s ey RS e R Ry s e ] 7.PNG,Phenylephrine Smg
46.PNG 47PNG 48PNG 49.PNG S0.PNG S1PNG 52PNG 8.PNG,Omez 20mg
r—— meemy S s, ey e ceee 9.PNG,Pantocid 40mg
61.PNG 62.PNG 63.PNG 64.PNG 65.PNG 56.PNG 67.PNG 10.PNG,Zinetac 150mg
t———y i | e — Topr— —— Eme——— 11.PNG,Taxim 200mg
T6PNG TI.PNG TBPNG 79.PNG 80.PNG 81.PNG 82.PNG 12.PNG, Ciplox 500
s emm Bl e - e == 13.PNG Azithral 500mg
91.PNG 92PNG S3PNG S4LPNG 95.PNG %PNG 97.PNG 14.PNG Voveran 50mg
oy S r—— r——— ——— oy—— 15.PNG,Ultracet
106PNG  107PNG  108PNG  109PNG  110PNG  T1LPNG  112PNG 16.PNG.Crocin 500
121PNG  122PNG  123PNG  124PNG  125PNG  126PNG  127.PNG 17.PNG,Calpol 500mg
P— — 18.PNG,Combiflam
136PNG 137.PNG 138.PNG 139.PNG 140PNG 121.PNG 142.PNG 19.PNG,Levocetirizine Smg
20.PNG, Loratadine 10mg
21.PNG,Montelukast 10mg
S1PNG S2.P S3.PNG SPNG  19SPNG  156PNG  157PNG FRENG Fmephtion S
Bl Ll ' . ; 23.PNG,Omez 20mg
24.PNG,Pantocid 40mg
N BN en e gy e 25.PNG,Zinetac 150mg
166PNG  167PNG  168PNG  169PNG  170PNG  171PNG  172PNG 26.PNG,Taxim 200mg
a) medicine-data b) annotation.txt
—— |4.PNG,Levoce?inzme Smg
1.PNG 2PNG 3PNG 4PNG 5PNG 6.PNG TPNG 18.PNG,Combiflam
B e s e Bl s o 24.PNG,Pantocid 40mg
16PNG 17PNG 18.PNG 15.PNG 20PNG 21.PNG 22PNG 29.PNG Voveran SDmg
—— L P — T—— ——— P—
31.NG 32.PNG I1PNG 34PNG 35.PNG 365.PNG I7PNG 44 PNG,Voveran 50mg
- aEm N O Oess N O EEm . 50.PNG,Loratadine 10mg
45PNG 4TPNG L8PNG 49PNG SO.PNG $1.PNG S2.PNG 62.PNG,Calpol 500mg
s woes B oes s o oees
6IPNG  62PNG  6IPNG  G4PNG  B5PNG  BSPNG  67.PNG 70.PNG,Zinetac 150mg
B I s — 78.PNG,Combiflam
TEPNG TIPNG TRPNG T9PNG BOPNG 81.PNG 82PNG 84.PNG,Pantocid 40mg
90.PNG,UItracet
e T T o et B ] 92.PNG,Calpol 500mg
S1LPNG 2.PNG 93PNG S4PNG 95.PNG 96.PNG 97.PNG 101.PNG,Taxim 200mg
105.PNG,Ultracet
——y e, L fo— — Er—— ——— %
106PNG  107PNG  108PNG  109PNG  110PNG  111PNG  112PNG 114.PNG,Pantocid 40mg
118.PNG,Azithral 500mg
— aaeam - .. o e o 124.PNG,Levocetirizine Smg
121.PNG 122PNG 123PNG 124.PNG 125.PNG 126PNG 12T PNG 127_pNG’Phenvlephﬁne Smg
131.PNG,Taxim 200mg
fr——— e T— e — fr—— P P———

147.PNG,Ciplox 500mg

c) test-data

d) test-labels

Figure 2. Training and Testing data
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3.3. Data Pre-processing

Data pre-processing is crucial in training convolutional
neural network (CNN) models for handwritten text recog-
nition. The pre-processing techniques (14) during the CNN
model discussed in this paper are as follows:

Image normalisation: The images are converted to grey-
scaled images to improve image quality. Handwritten text
images often have lighting conditions, contrast, and back-
ground noise variations. Normalisation techniques such
as histogram equalisation or adaptive histogram
equalisation can be applied to standardise the image in-
tensities and improve the overall image quality.

Image resizing: For the CNN model in this paper, the
images are converted into 64 X 64 squared shape im-
ages. Resizing the input images to a fixed size is neces-
sary to ensure consistency during training. Typically, the
images are resized to square while maintaining the as-
pect ratio to fit the CNN architecture.

Image Binarization: Converting the grayscale or colour
images to binary images (black and white) is often done
to enhance the contrast between the foreground text and
the background. Various binarisation techniques like
thresholding or adaptive thresholding can be employed to
achieve this.

3.4. Processing Phase
The Convolution Neural Network is used to recognise the
medicine names. The CNN model consists of various lay-
ers. The Keras Sequential APl implemented a convolu-
tional neural network (CNN) model architecture. Here's a
breakdown of the model:

Convolutional Layers: The first Conv2D layer has 32
filters of size 3x3 and uses the activation function, which
can be RelLU, exponential linear unit (ELU), tanh or Leaky
ReLU. It takes an input shape defined by the variable
'input_shape'. The second Conv2D layer has 64 filters of
size 3x3 and uses the ReLU activation function.

Pooling Layer: MaxPooling2D is applied with a pool size
of 2x2. This operation downsamples the feature maps
obtained from the convolutional layers, reducing their spa-
tial dimensions.

Dropout: Dropout is applied after the pooling layer with a
rate of 0.5. Dropout randomly sets a fraction of input units
to 0 at each training step, which helps prevent overfitting.

Flattening: The Flatten layer converts the 2D feature
maps into a 1D vector. It flattens the previous layer's out-
put, preparing it for the subsequent fully connected lay-
ers.

Fully Connected Layers: The first Dense layer consists
of 128 neurons with the activation function. It takes the
flattened vector as input. Dropout is applied again with a
rate of 0.5 to prevent overfitting further.

The final Dense layer has 'num_classes' neurons, the
number of classes in the classification task. It uses the
softmax activation function to output the predicted prob-
abilities for each class.

conv2d_mput | mput: | [(None, 64, 64, 1)]
InputLayer | output: | [(None, 64, 64, 1)]
\
conv2d | mput: (None, 64, 64, 1)
Comv2D | output: | (None, 62, 62, 32)
A J
conv2d 1 | mput: | (None, 62, 62, 32)
Comv2D | output: | (None, 60, 60, 64)
max poolng2d | mput: | (None, 60, 60, 64)
MaxPooling2D | output: | (None, 30, 30, 64)
Y
dropout | mput: | (None, 30, 30, 64)
Dropout | output: | (None, 30, 30, 64)
1 g
flatten | wmput: | (None, 30, 30, 64)
Flatten | output: (None, 37600)
dense | mput: | (None, 57600)
Densge | output: | (None, 128)
dropout_1 | mput: | (None, 128)
Dropout | output: | (None, 123)
dense 1 | mput: | (None, 128)
Dense | oufput: | (None, 15)

Figure 3. Defined CNN Model

121 Journal of Digital Information Management

O Volume 21 Number 4 U December 2023



Layer (type)

conv2d (Conv2D)

conv2d_1 (Conv2D)
max_pooling2d (MaxPooling2D)
dropout (Dropout)

flatten (Flatten)

dense (Dense)

dropout_1 (Dropout)

dense_1 (Dense)

Total params: 7,398,194
Trainable params: 7,398,194
Non-trainable params: 0

Output Shape

(None, 60, 60, 64)

Param #

(None, 62, 62, 32) 320

(None, 30,30,64) 0O

(None, 30, 30, 64) 0

(None, 57600) 0
(None, 128) 7372928
(None, 128) 0

(None, 50) 6450

Figure 4. CNN Model summary

Overall, this CNN model consists of multiple convolutional
layers followed by pooling and dropout layers to extract
hierarchical features from the input images. The flattened
features are passed through fully connected layers, ulti-
mately leading to the final ‘softmax’ layer for multi-class
classification. The CNN structure can be visualised as
given in the figure, and Figure 3 describes the CNN model
summary.

After defining the model as mentioned above, the model
is trained on a training dataset with a batch size of 32,
and at 15 epochs, the validation split used for the model
was 0.2. After training the model, evaluation of the model
is done on combinations of activation functions and
optimisers using accuracy and the loss information ob-
tained by testing the model against training data and test-
ing data.

3.5. Post-processing

Model evaluation is performed in this phase to know how
well the current model is working or how correctly the
model can perform the desired task. The above-defined
model is first evaluated on the trained data, which used
the dictionary containing labels and corresponding medi-
cine names and the predicted output to compare the re-
sult and based on that comparison output, the binary cross
entropy loss is used to measure the loss parameter and
accuracy is used to calculate the percentage of correctly
predicted samples out of the total number of samples.
Similarly, after evaluation of the training data, optimisation
techniques or hyperparameter tuning is performed wher-
ever required to improve the performance of the CNN model.
After getting satisfactory training accuracy, the model can
be evaluated against the testing data on the same param-
eters mentioned above. The training, testing, and evalua

tion cycle followed by model optimisation was performed
multiple times to get significant accuracy and lower the
loss.

4. Result and Discussion

4.1. Dataset Description

An experiment is conducted on the large number of real
samples collected by the team. The training and testing
datasetis prepared for conducting model training and test-
ing. The implementation of the model is done using Py-
thon programming language. Before training the data on
the collected samples, manual and programmed prepro-
cessing is done of the trained and test data. This prepro-
cessing includes normalisation, resizing, and image
binarisation. The output of the pre-processing stage is
then used to train the CNN model, which works in two
stages, primarily feature extraction and classification for
medical prescription.

The dataset is collected from multiple doctors and hospi-
tals across the city. The dataset is collected in a fashion
that it contains several different prescriptions with the same
medicines with different handwritings, which helps the
model achieve generalisation and avoid overfitting.

4.2. Results

In the scanner prescriptions shown in Figure 1, we ex-
tracted the medicine names for model training and evalu-
ation. After that, data pre-processing is done, which in-
cludes normalisation, image resizing, and image
binarisation. The datasetincludes 15 classes, i.e., names
of 15 different medicines. The CNN model is trained over
the epoch of 15 and batch size of 32 using binary cross-
entropy loss for backpropagation learning. The maximum
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training accuracy was 89%, and the maximum test ac-
curacy was 70% for the best-performing model param-
eter sets. The result obtained by the CNN model or differ-
ent combinations of Activation function, optimiser and
batch size is as follows.

ActivaFion Optimizer | Batch Size | Train Loss T Test Loss Test
Function Accuracy Accuracy
RelU Adam 32 0.40 0.89 0.87 070
RelLU RMSprop 32 0.38 0.90 1.35 0.56
ReLU Adam 16 0.39 0.89 199 0.51
ELU Adam 32 0.29 0.92 195 0.63
ELU RMSprop 32 0.45 0.89 2.08 0.67
ELU Adam 16 0.40 0.89 181 0.54
tanh Adam 32 0.23 0.93 1.36 0.66
tanh Adam 16 270 0.07 279 0.02
LeakyReLU Adam 32 0.34 0.90 158 0.61
LeakyReLU Adam 16 043 0.89 188 0.58
LeakyReLU RMSprop 32 041 0.89 1.69 0.62

Table 1. Model Accuracy for different combinations of
activation functions and optimisers

5. Conclusion and Future Work

In this paper, we trained and tested the Convolution Neu-
ral Network model for recognising medicine names from
paper-based prescriptions. The model is based on Py-
thon and uses the Tensorflow-Keras library to work with
CNN efficiently and effectively. The work in this paper
proves its usefulness in the domain of Electronic
Healthcare as this could help in the digitalisation of pa-
per-based prescriptions, which can help maintain elec-
tronic health records. Digitalised prescription data can
also be anonymised and aggregated to analyse trends,
drug utilisation patterns, and public health outcomes. Such
data can contribute to valuable research, help identify
potential medication-related issues, and support evidence-
based decision-making in healthcare. Even though the
method used is not very innovative, the application to-
wards recognising medical prescriptions is the greatest
contribution to this work.

With digital prescriptions, tracking and monitoring pa-
tients’ medication history becomes easier. This helps iden-
tify patterns, monitor adherence, and ensure patients re-
ceive the appropriate medications. It also facilitates medi-
cation reconciliation during transitions of care, reducing
the risk of medication discrepancies.

After digitalising medical prescriptions, several areas of
future work and potential advancements can further im-
prove healthcare systems and patient care. This area in-
cludes Interoperability and Data Exchange, Integration
with Clinical Decision Support Systems, Mobile Applica-

tions and Patient Engagement, Atrtificial Intelligence and
Machine Learning, Blockchain Technology, Prescription
Analytics and Population Health Management,
Telemedicine and telepharmacy, and Continuous Quality
Improvement.
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