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Abstract. We give a fundament for Berezin’s analytic $\Psi$do considered in [4] in terms of Bargmann images of Pilipović spaces. We deduce basic continuity results for such $\Psi$do, especially when the operator kernels are in suitable mixed weighted Lebesgue spaces and act on certain weighted Lebesgue spaces of entire functions. In particular, we show how these results imply well-known continuity results for real $\Psi$do with symbols in modulation spaces, when acting on other modulation spaces.

0. Introduction

The aim of the paper is to put a fundament for the theory of analytic pseudo-differential operators, considered in [4] by Berezin. This is essentially done through a detailed analysis of Bargmann images of the so-called Pilipović spaces of functions and distributions, given in [11, 26]. More precisely, we consider kernels related to integral representations of analytic pseudo-differential operators to deduce their continuity properties. When the corresponding symbols belong to suitable (weighted) Lebesgue spaces of semi-conjugate analytic functions, we prove the continuity of the analytic pseudo-differential operators when acting between (weighted) Lebesgue spaces of analytic functions. Moreover, by using the relationship between the Bargmann transform and the short-time Fourier transform we show that our results can be used to recover well-known (sharp) continuity properties of (real) pseudo-differential operators with symbols in modulation spaces which act between other modulation spaces, see [23, 25, 28]. We emphasize that our approach here is more general, because we have relaxed the assumptions on the involved weight functions, compared to earlier contributions.

Analytic pseudo-differential operators, considered in [4] by Berezin are well-designed when considering several problems in analysis and its applications, e.g. in quantum mechanics. In the context of abstract harmonic analysis it follows that any linear and continuous operator between Fourier invariant function and (ultra-)distribution spaces may, in a unique way, be transformed into an analytic pseudo-differential operator by the Bargmann transform (see Section 2). An advantage of such reformulations is that all of the involved objects are essentially entire functions and thereby possess several strong and convenient properties.

https://doi.org/10.5186/aasfm.2020.4512
2010 Mathematics Subject Classification: Primary 32W25, 35S05, 32A17, 46F05, 42B35; Secondary 32A25, 32A05.
Key words: Analytic kernels, Berezin operators, Pilipović spaces, modulation spaces, Gelfand–Shilov spaces.
Acknowledgement: Nenad Teofanov was supported by Ministry of Education, Science and Technological Development of Serbia through the Project No 174024.
The definition of analytic pseudo-differential operators resembles the definition of real pseudo-differential operators. In fact, let \( a(x, \xi) \) be a suitable function or (ultra-)distribution on the phase space \( \mathbb{R}^{2d} \). Then the (real) pseudo-differential operator \( \text{Op}(a) \) acting on suitable sets of functions or (ultra-)distributions on the configuration space \( \mathbb{R}^d \) is given by

\[
(0.1) \quad f(x) \mapsto (\text{Op}(a)f)(x) = (2\pi)^{-\frac{d}{2}} \int_{\mathbb{R}^d} a(x, \xi) \hat{f}(\xi)e^{i(x, \xi)} \, d\xi.
\]

Here the integral in (0.1) should be interpreted in a distributional (weak) sense, if necessary, and we refer to [15] or Section 1 for the notation.

Suppose instead that \( a \) is a suitable semi-conjugate entire (analytic) function on \( \mathbb{C}^d \times \mathbb{C}^d = \mathbb{C}^{2d} \), i.e. \( (z, w) \mapsto a(z, \overline{w}) \) is an entire (analytic) function. Then the analytic pseudo-differential operator \( \text{Op}_a(a) \) acting on suitable entire functions \( F \) on \( \mathbb{C}^d \) is given by

\[
(0.2) \quad F(z) \mapsto (\text{Op}_a(a)F)(z) = \int_{\mathbb{C}^d} a(z, w)F(w)e^{(z, w)} \, d\mu(w).
\]

Here \( d\mu(w) \) is the Gauss measure \( \pi^{-d}e^{-|w|^2} \, d\lambda(w) \), where \( d\lambda(w) \) is the Lebesgue measure on \( \mathbb{C}^d \), and \( (z, w) = \sum_{j=1}^d z_j \cdot \overline{w}_j \), when \( z = (z_1, \ldots, z_d) \in \mathbb{C}^d \), and \( w = (w_1, \ldots, w_d) \in \mathbb{C}^d \). This means that the operator kernel (with respect to \( d\mu \)) is given by

\[
(0.3) \quad K(z, w) = K_a(z, w) = a(z, w)e^{(z, w)}.
\]

Evidently, \( (\text{Op}_a(a)F)(z) \) is equal to the integral operator

\[
(0.4) \quad (T_KF)(z) = \int_{\mathbb{C}^d} K(z, w)F(w) \, d\mu(w)
\]

with respect to \( d\mu \), when \( K \) is given by (0.3). By the analyticity properties of the symbol \( a \) it follows that \( (z, w) \mapsto K(z, \overline{w}) \) is an entire function on \( \mathbb{C}^{2d} \).

In [4, 25] several facts of analytic pseudo-differential operators are deduced. For example, if \( a \) and \( F \) are chosen such that

\[
z \mapsto a(z, \cdot)F \cdot e^{(z, \cdot)}
\]

is locally uniformly bounded and analytic from \( \mathbb{C}^d \) to \( L^1(d\mu) \), then \( \text{Op}_a(a)F \) in (0.2) is a well-defined entire function on \( \mathbb{C}^d \). In [4, 25] it is also observed that

\[
(0.5) \quad (\text{Op}_a(z_j)F)(z) = z_jF(z) \quad \text{and} \quad (\text{Op}_a(\overline{w}_j)F)(z) = (\partial_j F)(z)
\]

when \( F \in L^1(d\mu_1) \cap A(\mathbb{C}^d) \), and \( d\mu_1(w) = (1 + |w|) \, d\mu(w) \).

In such setting we study the mapping properties for complex integral operators and pseudo-differential operators when respectively \( K = K_a \) and \( a \) above belong to suitable classes of semi-conjugate entire functions. In fact, we permit more generally that \( K \) and \( a \) belong to suitable classes of formal semi-conjugate analytic power series expansions. That is, \( K(z, w) \) and \( a(z, w) \) are of the forms

\[
\sum_{\alpha, \beta} c_K(\alpha, \beta)e_\alpha(z)e_\beta(\overline{w}) \quad \text{and} \quad \sum_{\alpha, \beta} c_a(\alpha, \beta)e_\alpha(z)e_\beta(\overline{w}), \quad e_\alpha(z) = \frac{z^\alpha}{\sqrt{\alpha!}},
\]

respectively.

To set the stage for our study we collect the background material in Section 1. It contains a brief account on weight functions, Gelfand–Shilov spaces, spaces of Hermite functions and power series expansions, modulation spaces, and Bargmann
transform and spaces of analytic functions. Especially, we recall basic facts for the
spaces
\[(0.6) \quad \mathcal{A}_{\beta_\sigma}(C^d) (\mathcal{A}_{0,\beta_\sigma}(C^d)), \quad \mathcal{A}_{\sigma}(C^d) (\mathcal{A}_{0,\sigma}(C^d)),\]
and their Bargmann duals
\[(0.7) \quad \mathcal{A}'_{\beta_\sigma}(C^d) (\mathcal{A}'_{0,\beta_\sigma}(C^d)), \quad \mathcal{A}'_{\sigma}(C^d) (\mathcal{A}'_{0,\sigma}(C^d)),\]
when \(s, \sigma > 0\). The spaces in (0.6) consist of all formal power series
\[(0.8) \quad F(z) = \sum_{\alpha} c(F, \alpha) e_\alpha(z),\]
with coefficients satisfying
\[|c(F, \alpha)| \leq h^{||\alpha||} e^{-r|\alpha|^{1/2}}, \quad |c(F, \alpha)| \leq e^{-r|\alpha|^{1/2}},\]
respectively, for some (for every) \(h, r > 0\), and the spaces in (0.7) consist of all formal
power series in (0.8) such that
\[|c(F, \alpha)| \leq h^{||\alpha||} e^{-r|\alpha|^{1/2}}, \quad |c(F, \alpha)| \leq e^{+r|\alpha|^{1/2}},\]
respectively, for every (for some) \(h, r > 0\).

In Section 2 we extend the definition of (0.4) to allow the kernels \(K\) to belong to
any of the spaces
\[(0.9) \quad \tilde{\mathcal{A}}_{\beta_\sigma}(C^{2d}), \quad \tilde{\mathcal{A}}_{\sigma}(C^{2d}), \quad \tilde{\mathcal{A}}_{0,\beta_\sigma}(C^{2d}), \quad \tilde{\mathcal{A}}_{0,\sigma}(C^{2d}),\]
and their duals
\[(0.10) \quad \tilde{\mathcal{A}}'_{\beta_\sigma}(C^{2d}), \quad \tilde{\mathcal{A}}'_{\sigma}(C^{2d}), \quad \tilde{\mathcal{A}}'_{0,\beta_\sigma}(C^{2d}), \quad \tilde{\mathcal{A}}'_{0,\sigma}(C^{2d}),\]
where
\[\tilde{\mathcal{A}}_{\beta_\sigma}(C^{2d}) = \{ K : (z, w) \mapsto K(z, \overline{w}) \in \mathcal{A}_{\beta_\sigma}(C^{2d}) \},\]
and similarly for the other spaces in (0.9) and (0.10). In the end we prove that if
\(s > 0\) or \(s = \beta_\sigma\), then the integral operators in (0.4),
\[(0.11) \quad T_K : \mathcal{A}_s(C^d) \mapsto \mathcal{A}'_s(C^d) \quad \text{when} \quad K \in \tilde{\mathcal{A}}'_s(C^{2d}),\]
and
\[(0.12) \quad T_K : \mathcal{A}_{0,s}(C^d) \mapsto \mathcal{A}'_{0,s}(C^d) \quad \text{when} \quad K \in \tilde{\mathcal{A}}'_{0,s}(C^{2d}),\]
are uniquely defined and continuous, and similarly when the roles of the non-duals
in (0.6) and (0.9), and their duals in (0.7) and (0.10) are swapped. We also prove
the opposite direction, that any linear and continuous operators between such spaces
are given by such kernel operators. These kernel results are given in Propositions 2.2
and 2.3. Due to the Bargmann transform homeomorphisms, these results are also
equivalent to Theorems 3.3 and 3.4 in [7] on kernel theorems for Pilipović spaces.
(See Subsection 1.5.)

Note that, if \(s \geq \frac{1}{2}\), then the spaces of power series expansions above can be
identified with certain spaces of analytic and semi-conjugate analytic functions. For
and we have
\[ A_{\sigma}(C^d) = \{ F \in A(C^d) : |F(z)| \leq e^{\sigma r(z)} \text{ for some } r > 0 \}, \quad \sigma > 0, \]
\[ A_{\sigma}^p(C^d) = \{ F \in A(C^d) : |F(z)| \leq e^{\frac{\sigma}{2}|z^2 - r(z)|} \text{ for some } r > 0 \} \]
\[ A_{s}(C^d) = \{ F \in A(C^d) : |F(z)| \leq e^{\frac{s}{2}|z^2 + r(z)|} \text{ for every } r > 0 \} \]
\[ A_{s}^p(C^d) = \{ F \in A(C^d) : |F(z)| \leq e^{\frac{sp}{2}|z^2 + r(z)|} \text{ for every } r > 0 \}, \quad \sigma > 1, \]
\[ A_{s}^p(0, C^d) = A(C^d) \text{ and } A_{s}^p(0, C^d) = A_{d}(\{0\}), \]
and similarly for \( \tilde{A}_{s}(C^d) \) and \( \tilde{A}_{s}^p(C^d) \). In particular, the mappings (0.11) and (0.12) can be formulated in terms of those function spaces.

If instead \( s \in (0, \frac{1}{2}] \) and \( \sigma > 0 \), and \( t \in C \), then \( K(z, w) = K(z, w)e^{t(z,w)} \) is homeomorphic on
\[ \tilde{A}_{s}^p(C^d), \quad \tilde{A}_{s}^p(0, C^d), \quad \tilde{A}_{s}^p(C^d) \text{ and } \tilde{A}_{s}^p(0, C^d), \]
see Theorem 2.6. In particular, (0.3) implies that the mappings (0.11) and (0.12) still hold true with \( \text{Op}_a(\sigma) \) in place of \( T_K \). (Cf. Theorems 2.7 and 2.8.)

In the case \( s \geq \frac{1}{2} \), the conditions on \( a \) and its kernel \( K_a \) of \( \text{Op}_a(\sigma) \) are slightly different. More precisely, these conditions are of the form
\[ |a(z, w)| \leq e^{\frac{1}{2}|z - w|^2 + r(z) + |w|^{\frac{1}{2}}} \]
and
\[ |K(z, w)| \leq e^{\frac{1}{2}|z|^2 + |w|^2 + r(z) + |w|^{\frac{1}{2}}} \]
in order for the mappings (0.11) and (0.12) should hold. (Cf. Theorems 2.9 and 2.10.)

In Section 3 we consider operators (0.4), where certain linear pullbacks of their kernels obey suitable mixed and weighted Lebesgue norm estimates. We prove that such operators are continuous between appropriate (weighted) Lebesgue spaces of entire functions. For example, let \( \omega \) be a weight on \( C^d \times C^d \) and \( \omega_1, \omega_2 \) be weights on \( C^d \) such that
\[ \frac{\omega_2(z)}{\omega_1(w)} \leq \omega(z, w) \]
and let
\[ G_{K, \omega}(z, w) = K_{\omega}(z, z + w), \]
where
\[ K_{\omega}(z, w) = e^{-\frac{1}{2}|z|^2 + |w|^2} |K(z, w)|\omega(\sqrt{2z}, \sqrt{2w}). \]
If \( p, q, q_j, q_j \in [1, \infty] \) satisfy
\[ \frac{1}{p_1} - \frac{1}{p_2} = \frac{1}{q_1} - \frac{1}{q_2} = \frac{1}{q} - \frac{1}{p} = \frac{1}{q} \text{ and } q \leq p, \]
and \( G_{K, \omega} \in L^{p_2}(C^d \times C^d) \), then it follows from Theorem 3.3 that \( T_K \) is continuous from \( A_{E, (\omega_1)}^{p_1}(C^d) \) to \( A_{E, (\omega_2)}^{p_2}(C^d) \). By slightly modifying the definition of \( G_{K, \omega} \) we also deduce another similar but different continuity result where the condition \( q \leq p \) above is removed (cf. Theorem 3.5).

We also present some consequences of these results. Theorem 3.4 can be considered as a special case of Theorem 3.3 formulated by analytic pseudo-differential
operators instead of integral operators. Theorems 3.8 and 3.9 are obtained by imposing conditions on moderateness on \( \omega, \omega_1 \) and \( \omega_2 \) above and translating Theorem 3.3 and 3.5 to real pseudo-differential operators via the Bargmann transform and its inverse. These approaches show that obtained continuity results on analytic pseudo-differential or integral operators might be suitable when investigating real pseudo-differential operators. In fact, Theorems 3.8 and 3.9 agree with the sharp results [24, Theorem 3.3], [27, Theorem 3.1] and [28, Theorem 2.2] in the Banach space case. Remark 3.10 in the end of Section 3 shows that our approach can be used to extend the latter results on real pseudo-differential operators to include situations with non-moderate weights. We note that the moderate condition on weights may in some situations be significantly restrictive (cf. Remark 1.14 in Section 1).

1. Preliminaries

In this section we recall some facts on involved function and distribution spaces as well as on pseudo-differential operators. In Subsection 1.1 we introduce suitable weight classes. Thereafter we recall in Subsections 1.2–1.4 the definitions and basic properties for Gelfand–Shilov, Pilipović and modulation spaces. Then we discuss in Subsection 1.5 the Bargmann transform and recall some topological spaces of entire functions or power series expansions on \( \mathbb{C}^d \). The section is concluded with a review of some facts on pseudo-differential operators.

1.1. Weight functions. A weight on \( \mathbb{R}^d \) is a positive function \( \omega \in L^\infty_{\text{loc}}(\mathbb{R}^d) \) such that \( 1/\omega \in L^\infty_{\text{loc}}(\mathbb{R}^d) \). The weight \( \omega \) on \( \mathbb{R}^d \) is called moderate if there is a positive locally bounded function \( v \) on \( \mathbb{R}^d \) such that

\[
\omega(x + y) \leq C \omega(x) v(y), \quad x, y \in \mathbb{R}^d,
\]

for some constant \( C \geq 1 \). If \( \omega \) and \( v \) are weights on \( \mathbb{R}^d \) such that (1.1) holds, then \( \omega \) is also called \( v \)-moderate. The set of all moderate weights on \( \mathbb{R}^d \) is denoted by \( \mathcal{P}_E(\mathbb{R}^d) \).

The weight \( v \) on \( \mathbb{R}^d \) is called submultiplicative, if it is even and (1.1) holds for \( \omega = v \). From now on, \( v \) always denotes a submultiplicative weight if nothing else is stated. In particular, if (1.1) holds and \( v \) is submultiplicative, then it follows by straight-forward computations that

\[
\frac{\omega(x)}{v(y)} \leq \omega(x + y) \leq \omega(x) v(y),
\]

\[
v(x + y) \leq v(x) v(y) \quad \text{and} \quad v(x) = v(-x), \quad x, y \in \mathbb{R}^d.
\]

Here and in what follows we write \( A(\theta) \leq B(\theta), \theta \in \Omega, \) if there is a constant \( c > 0 \) such that \( A(\theta) \leq cB(\theta) \) for all \( \theta \in \Omega \).

If \( \omega \) is a moderate weight on \( \mathbb{R}^d \), then by [25] and above, there is a submultiplicative weight \( v \) on \( \mathbb{R}^d \) such that (1.1) and (1.2) hold (see also [13, 25]). Moreover if \( v \) is submultiplicative on \( \mathbb{R}^d \), then

\[
1 \leq v(x) \leq e^{r|x|}
\]

for some constant \( r > 0 \) (cf. [13]). In particular, if \( \omega \) is moderate, then

\[
\omega(x + y) \leq \omega(x) e^{r|x|} \quad \text{and} \quad e^{-r|x|} \omega(x) \leq e^{r|x|}, \quad x, y \in \mathbb{R}^d
\]

for some \( r > 0 \).
1.2. Gelfand–Shilov spaces. Let $0 < s \in \mathbb{R}$ be fixed. Then the (Fourier invariant) Gelfand–Shilov space $\mathcal{S}_s(\mathbb{R}^d)$ ($\Sigma_s(\mathbb{R}^d)$) of Roumieu type (Beurling type) consists of all $f \in C^\infty(\mathbb{R}^d)$ such that

$$
\|f\|_{s,h} = \sup_{\alpha, \beta \in \mathbb{N}^d} \frac{|x^\alpha \partial^\beta f(x)|}{h^{\alpha + \beta} (\alpha! \beta!)^s}
$$

is finite for some $h > 0$ (for every $h > 0$). Here the supremum should be taken over all $\alpha, \beta \in \mathbb{N}^d$ and $x \in \mathbb{R}^d$. The semi-norms $\| \cdot \|_{s,h}$ induce an inductive limit topology for the space $\mathcal{S}_s(\mathbb{R}^d)$ and projective limit topology for $\Sigma_s(\mathbb{R}^d)$, and the latter space becomes a Fréchet space under this topology.

The space $\mathcal{S}_s(\mathbb{R}^d) \neq \{0\}$ ($\Sigma_s(\mathbb{R}^d) \neq \{0\}$), if and only if $s \geq \frac{1}{2}$ ($s > \frac{1}{2}$). The Gelfand–Shilov distribution spaces $\mathcal{S}'_s(\mathbb{R}^d)$ and $\Sigma'_s(\mathbb{R}^d)$ are the dual spaces of $\mathcal{S}_s(\mathbb{R}^d)$ and $\Sigma_s(\mathbb{R}^d)$, respectively. We have

$$
\mathcal{S}'_{1/2}(\mathbb{R}^d) \hookrightarrow \mathcal{S}'_s(\mathbb{R}^d) \hookrightarrow \mathcal{S}_s(\mathbb{R}^d) \hookrightarrow \Sigma'_s(\mathbb{R}^d) \hookrightarrow \Sigma'_s(\mathbb{R}^d) \hookrightarrow \mathcal{S}'_{1/2}(\mathbb{R}^d), \quad \frac{1}{2} < s < t.
$$

Here and in what follows we use the notation $A \hookrightarrow B$ when the topological spaces $A$ and $B$ satisfy $A \subseteq B$ with continuous embeddings.

A convenient family of functions concerns the Hermite functions

$$
h_\alpha(x) = (\pi)^{-\frac{d}{4}} (-1)^{\alpha/2} (2^\alpha \alpha!)^{-1/2} e^{-|x|^2/4} (\partial^n e^{-|x|^2}), \quad \alpha \in \mathbb{N}^d.
$$

The set of Hermite functions on $\mathbb{R}^d$ is an orthonormal basis for $L^2(\mathbb{R}^d)$. It is also a basis for the Schwartz space and its distribution space, and for any $\Sigma_s$ when $s > \frac{1}{2}$, $\mathcal{S}_s$ when $s \geq \frac{1}{2}$ and their distribution spaces. They are also eigenfunctions to the Harmonic oscillator $H = H_d = |x|^2 - \Delta$ and to the Fourier transform $\mathcal{F}$, given by

$$(\mathcal{F} f)(\xi) = \hat{f}(\xi) = (2\pi)^{-\frac{d}{2}} \int_{\mathbb{R}^d} f(x)e^{-i\langle x, \xi \rangle} \, dx, \quad \xi \in \mathbb{R}^d,$$

when $f \in L^1(\mathbb{R}^d)$. Here $\langle \cdot, \cdot \rangle$ denotes the usual scalar product on $\mathbb{R}^d$. In fact, we have

$$H_d h_\alpha = (2|\alpha| + d) h_\alpha.
$$

The Fourier transform $\mathcal{F}$ extends uniquely to homeomorphisms on $\mathcal{S}'(\mathbb{R}^d)$, $\mathcal{S}'_s(\mathbb{R}^d)$ and on $\Sigma'_s(\mathbb{R}^d)$. Furthermore, $\mathcal{F}$ restricts to homeomorphisms on $\mathcal{S}(\mathbb{R}^d)$, $\mathcal{S}_s(\mathbb{R}^d)$ and on $\Sigma_s(\mathbb{R}^d)$, and to a unitary operator on $L^2(\mathbb{R}^d)$. Similar facts hold true when the Fourier transform is replaced by a partial Fourier transform.

Gelfand–Shilov spaces and their distribution spaces can also be characterized by estimates of short-time Fourier transform, (see e.g. [14, 21, 26]). More precisely, let $\phi \in \mathcal{S}(\mathbb{R}^d)$ be fixed. Then the short-time Fourier transform $V_\phi f$ of $f \in \mathcal{S}(\mathbb{R}^d)$ with respect to the window function $\phi$ is the Schwartz distribution on $\mathbb{R}^{2d}$, defined by

$$V_\phi f(x, \xi) = \mathcal{F}(\phi \overline{\cdot - x})(\xi), \quad x, \xi \in \mathbb{R}^d.
$$

If $f, \phi \in \mathcal{S}(\mathbb{R}^d)$, then it follows that

$$V_\phi f(x, \xi) = (2\pi)^{-\frac{d}{2}} \int_{\mathbb{R}^d} f(y)\phi(y-x)e^{-i\langle y, \xi \rangle} \, dy, \quad x, \xi \in \mathbb{R}^d.
$$

By [25, Theorem 2.3] it follows that the definition of the map $(f, \phi) \mapsto V_\phi f$ from $\mathcal{S}(\mathbb{R}^d) \times \mathcal{S}(\mathbb{R}^d)$ to $\mathcal{S}(\mathbb{R}^{2d})$ is uniquely extendable to a continuous map from


\[
\mathcal{S}'(\mathbb{R}^d) \times \mathcal{S}'(\mathbb{R}^{2d}) \text{ to } \mathcal{S}'(\mathbb{R}^{2d}), \text{ and restricts to a continuous map from } \mathcal{S}_a(\mathbb{R}^d) \times \mathcal{S}_a(\mathbb{R}^d) \text{ to } \mathcal{S}_a(\mathbb{R}^{2d}). \text{ The same conclusion holds with } \Sigma_a \text{ in place of } \Sigma_s, \text{ at each place.}
\]

In the following propositions we give characterizations of Gelfand–Shilov spaces and their distribution spaces in terms of estimates of the short-time Fourier transform. We omit the proof since the first part follows from [14, Theorem 2.7]) and the second part from [26, Proposition 2.2]. See also [8] for related results.

**Proposition 1.1.** Let \( s > \frac{1}{2} (s > \frac{1}{2}) \), \( \phi \in \mathcal{S}_s(\mathbb{R}^d) \setminus \{0\} \) \( \phi \in \Sigma_s(\mathbb{R}^d) \setminus \{0\} \) and let \( f \) be a Gelfand–Shilov distribution on \( \mathbb{R}^d \). Then the following is true:

1. \( f \in \mathcal{S}_s(\mathbb{R}^d) \) \( f \in \Sigma_s(\mathbb{R}^d) \), if and only if

\[
|V_{\phi} f(x, \xi)| \lesssim e^{-r(|x|^2 + |\xi|^2)}, \quad x, \xi \in \mathbb{R}^d,
\]

for some \( r > 0 \) (for every \( r > 0 \)).

2. \( f \in \mathcal{S}'_s(\mathbb{R}^d) \) \( f \in \Sigma'_s(\mathbb{R}^d) \), if and only if

\[
|V_{\phi} f(x, \xi)| \lesssim e^{r(|x|^2 + |\xi|^2)}, \quad x, \xi \in \mathbb{R}^d,
\]

for every \( r > 0 \) (for some \( r > 0 \)).

### 1.3. Spaces of Hermite series and power series expansions.

Next we recall the definitions of topological vector spaces of Hermite series expansions, given in [26]. As in [26], it is convenient to use suitable extensions of \( \mathbf{R}_+ \) when indexing our spaces.

**Definition 1.2.** The sets \( \mathbf{R}_s \) and \( \mathbf{R}_s' \) are given by

\[
\mathbf{R}_s = \mathbf{R}_+ \cup \{ \beta_s \} \quad \text{and} \quad \mathbf{R}_s' = \mathbf{R}_s \cup \{ 0 \}.
\]

Moreover, beside the usual ordering in \( \mathbf{R} \), the elements \( \beta_s \) in \( \mathbf{R}_s \) and \( \mathbf{R}_s' \) are ordered by the relations \( x_1 < \beta_{\sigma_1} < \beta_{\sigma_2} < x_2 \), when \( \sigma_1, \sigma_2, x_1 \) and \( x_2 \) are positive real numbers such that \( x_1 < \frac{1}{2}, x_2 > \frac{1}{2} \) and \( \sigma_1 < \sigma_2 \).

**Definition 1.3.** Let \( p \in [1, \infty] \), \( s \in \mathbf{R}_s \), \( r \in \mathbf{R} \), \( \vartheta \) be a weight on \( \mathbb{N}^d \), and let

\[
\vartheta_{r,s}(\alpha) = \begin{cases} e^{r|\alpha|^{\sigma}}, & \text{when } s \in \mathbf{R}_+, \\ r^{|\alpha|}(|\alpha|!)^{\frac{1}{\sigma}}, & \text{when } s = \beta_s, \quad \alpha \in \mathbb{N}^d. \end{cases}
\]

Then,

1. \( \ell^p_0(\mathbb{N}^d) \) is the set of all sequences \( \{c_\alpha\}_{\alpha \in \mathbb{N}^d} \subseteq \mathbb{C} \) on \( \mathbb{N}^d \);
2. \( \ell^p_{0,0}(\mathbb{N}^d) = \{0\} \), and \( \ell^p_0(\mathbb{N}^d) \) is the set of all sequences \( \{c_\alpha\}_{\alpha \in \mathbb{N}^d} \subseteq \mathbb{C} \) such that \( c_\alpha \neq 0 \) for at most finite numbers of \( \alpha \);
3. \( \ell^p_{[\sigma]}(\mathbb{N}^d) \) is the Banach space which consists of all sequences \( \{c_\alpha\}_{\alpha \in \mathbb{N}^d} \subseteq \mathbb{C} \) such that

\[
\|\{c_\alpha\}_{\alpha \in \mathbb{N}^d}\|_{\ell^p_{[\sigma]}} = \|\{c_\alpha \vartheta(\alpha)\}_{\alpha \in \mathbb{N}^d}\|_p < \infty;
\]
4. \( \ell^p_{0,s}(\mathbb{N}^d) = \bigcap_{r > 0} \ell^p_{[\sigma_{r,s}]}(\mathbb{N}^d) \) and \( \ell^p_s(\mathbb{N}^d) = \bigcup_{r > 0} \ell^p_{[\sigma_{r,s}]}(\mathbb{N}^d) \), with projective respective inductive limit topologies of \( \ell^p_{[\sigma_{r,s}]}(\mathbb{N}^d) \) with respect to \( r > 0 \);
5. \( \ell^p_{0,s}(\mathbb{N}^d) = \bigcup_{r > 0} \ell^p_{[1/\sigma_{r,s}]}(\mathbb{N}^d) \) and \( \ell^p_s(\mathbb{N}^d) = \bigcap_{r > 0} \ell^p_{[1/\sigma_{r,s}]}(\mathbb{N}^d) \), with projective respective inductive limit topologies of \( \ell^p_{[1/\sigma_{r,s}]}(\mathbb{N}^d) \) with respect to \( r > 0 \).

Let \( p \in [1, \infty] \), and let \( \Omega_N \) be the set of all \( \alpha \in \mathbb{N}^d \) such that \( |\alpha| \leq N \). Then the topology of \( \ell^p_0(\mathbb{N}^d) \) is defined by the inductive limit topology of the sets

\[
\{ \{c_\alpha\}_{\alpha \in \mathbb{N}^d} \in \ell^p_0(\mathbb{N}^d) ; c_\alpha = 0 \text{ when } \alpha \notin \Omega_N \}
\]
with respect to $N \geq 0$, and whose topology is given through the semi-norms

\begin{equation}
\{c_\alpha\}_{\alpha \in \mathbb{N}^d} \mapsto \|\{c_\alpha\}|_{|\alpha| \leq N}\|_{p(\Omega_N)},
\end{equation}

It is clear that these topologies are independent of $p$. Furthermore, the topology of $\ell'_0(\mathbb{N}^d)$ is defined by the semi-norms (1.9). It follows that $\ell'_0(\mathbb{N}^d)$ is a Fréchet space, and that its topology as well as the topologies of the spaces in Definition 1.3. (4) and (5) are independent of $p$.

Next we introduce spaces of formal Hermite series expansions

\begin{equation}
f = \sum_{\alpha \in \mathbb{N}^d} c_\alpha h_\alpha, \quad \{c_\alpha\}_{\alpha \in \mathbb{N}^d} \in \ell'_0(\mathbb{N}^d),
\end{equation}

and power series expansions

\begin{equation}
F = \sum_{\alpha \in \mathbb{N}^d} c_\alpha e_\alpha, \quad \{c_\alpha\}_{\alpha \in \mathbb{N}^d} \in \ell'_0(\mathbb{N}^d),
\end{equation}

which correspond to

\begin{equation}
\ell'_{0,s}(\mathbb{N}^d), \quad \ell_s(\mathbb{N}^d), \quad \ell'_s(\mathbb{N}^d) \quad \text{and} \quad \ell'_{0,s}(\mathbb{N}^d).
\end{equation}

Here

\begin{equation}
e_\alpha(z) \equiv \frac{z^\alpha}{\sqrt{\alpha!}}, \quad z \in \mathbb{C}^d, \quad \alpha \in \mathbb{N}^d.
\end{equation}

We consider the mappings

\begin{equation}
T_H: \{c_\alpha\}_{\alpha \in \mathbb{N}^d} \mapsto \sum_{\alpha \in \mathbb{N}^d} c_\alpha h_\alpha \quad \text{and} \quad T_A: \{c_\alpha\}_{\alpha \in \mathbb{N}^d} \mapsto \sum_{\alpha \in \mathbb{N}^d} c_\alpha e_\alpha
\end{equation}

between sequences, and formal Hermite series and power series expansions.

**Definition 1.4.** If $s \in \overline{R}_+$, then

\begin{equation}
\mathcal{H}_{0,s}(\mathbb{R}^d), \quad \mathcal{H}_s(\mathbb{R}^d), \quad \mathcal{H}'_s(\mathbb{R}^d) \quad \text{and} \quad \mathcal{H}'_{0,s}(\mathbb{R}^d),
\end{equation}

and

\begin{equation}
\mathcal{A}_{0,s}(\mathbb{C}^d), \quad \mathcal{A}_s(\mathbb{C}^d), \quad \mathcal{A}'_s(\mathbb{C}^d) \quad \text{and} \quad \mathcal{A}'_{0,s}(\mathbb{C}^d),
\end{equation}

are the images of $T_H$ and $T_A$ respectively in (1.14) of corresponding spaces in (1.12). The topologies of the spaces in (1.15) and (1.16) are inherited from the corresponding spaces in (1.12).

Since locally absolutely convergent power series expansions can be identified with entire functions, several of the spaces in (1.16) are identified with topological vector spaces contained in $A(\mathbb{C}^d)$ (see Theorem 1.9 below and the introduction). Here $A(\Omega_0)$ is the set of all (complex valued) functions which are analytic in $\Omega_0$. (For $\Omega_0 \subseteq \mathbb{C}^d$, $A(\Omega_0) = \bigcup A(\Omega)$, where the union is taken over all open $\Omega \subseteq \mathbb{C}^d$ which contain $\Omega_0$. We also set $A_d(\{0\}) = A(\{0\})$ when $0 \in \mathbb{C}^d$.)

We recall that $f \in \mathcal{S}(\mathbb{R}^d)$ if and only if it can be written as (1.10) such that

$$
|c_\alpha| \leq \langle \alpha \rangle^{-N},
$$
for every $N \geq 0$ (cf. e.g. [19]). In particular it follows from the definitions that the
inclusions

$$
\begin{align*}
(1.17) \quad & H_0(\mathbb{R}^d) \hookrightarrow H_{0,s}(\mathbb{R}^d) \hookrightarrow H_s(\mathbb{R}^d) \hookrightarrow H_{0,t}(\mathbb{R}^d) \\
& \hookrightarrow \mathcal{S}(\mathbb{R}^d) \hookrightarrow \mathcal{S}'(\mathbb{R}^d) \hookrightarrow H'_{0,t}(\mathbb{R}^d) \hookrightarrow H'_s(\mathbb{R}^d) \\
& \hookrightarrow H'_{0,s}(\mathbb{R}^d) \hookrightarrow H'_0(\mathbb{R}^d), \quad \text{when } s, t \in \mathbb{R}, \ s < t,
\end{align*}
$$

are dense.

**Remark 1.5.** By the definition it follows that $T_H$ in (1.14) is a homeomorphism between any of the spaces in (1.12) and corresponding space in (1.15), and that $T_A$ in (1.14) is a homeomorphism between any of the spaces in (1.12) and corresponding space in (1.16).

The next results give some characterizations of $H_s(\mathbb{R}^d)$ and $H_{0,s}(\mathbb{R}^d)$ when $s$ is a non-negative real number.

**Proposition 1.6.** Let $0 \leq s \in \mathbb{R}$ and let $f \in H'_0(\mathbb{R}^d)$. Then $f \in H_s(\mathbb{R}^d)$ ($f \in H_{0,s}(\mathbb{R}^d)$), if and only if $f \in C^\infty(\mathbb{R}^d)$ and satisfies

$$
(1.18) \quad \|H^N_a f\|_{L^2} \lesssim h^N N!^{2s},
$$

for some $h > 0$ (every $h > 0$). Moreover, it holds

$$
\begin{align*}
& H_s(\mathbb{R}^d) = S_s(\mathbb{R}^d) \neq \{0\}, \quad H_{0,s}(\mathbb{R}^d) = \Sigma_s(\mathbb{R}^d) \neq \{0\} \quad \text{when } s \in (\frac{1}{2}, \infty), \\
& H_s(\mathbb{R}^d) = S_s(\mathbb{R}^d) \neq \{0\}, \quad H_{0,s}(\mathbb{R}^d) = \Sigma_s(\mathbb{R}^d) = \{0\} \quad \text{when } s = \frac{1}{2}, \\
& H_s(\mathbb{R}^d) \neq S_s(\mathbb{R}^d) = \{0\}, \quad H_{0,s}(\mathbb{R}^d) = \Sigma_s(\mathbb{R}^d) = \{0\} \quad \text{when } s \in (0, \frac{1}{2}), \\
& H_s(\mathbb{R}^d) \neq S_s(\mathbb{R}^d) = \{0\}, \quad H_{0,s}(\mathbb{R}^d) = \Sigma_s(\mathbb{R}^d) = \{0\} \quad \text{when } s = 0.
\end{align*}
$$

We refer to [26] for the proof of Proposition 1.6.

Due to the pioneering investigations related to Proposition 1.6 by Pilipović in [17, 18], we call the spaces $H_s(\mathbb{R}^d)$ and $H_{0,s}(\mathbb{R}^d)$ **Pilipović spaces of Roumieu and Beurling types**, respectively. In fact, in the restricted case $s \geq \frac{1}{2}$, Proposition 1.6 was proved already in [17, 18].

Later on it will also be convenient for us to have the following definition. Here we let $F(z_2, \tau_1)$ and $F(\tau_2, z_1)$ be the formal power series

$$
(1.19) \quad \sum c(\alpha_2, \alpha_1)e_{\alpha_2}(z_2)e_{\alpha_1}(\tau_1) \quad \text{and} \quad \sum c(\alpha_2, \alpha_1)e_{\alpha_2}(z_2)e_{\alpha_1}(\tau_1),
$$

respectively, when $F(z_2, z_1)$ is the formal power series

$$
(1.20) \quad \sum c(\alpha_2, \alpha_1)e_{\alpha_2}(z_2)e_{\alpha_1}(\tau_1).
$$

Here $z_j \in \mathbb{C}^{d_j}$, $j = 1, 2$, and the sums should be taken over all $(\alpha_2, \alpha_1) \in \mathbb{N}^{d_2} \times \mathbb{N}^{d_1}$.

**Definition 1.7.** Let $d = d_2 + d_1$, $s \in \mathbb{R}$, $\Theta_{C,1}$ and $\Theta_{C,2}$ be the operators

$$
(\Theta_{C,1}F)(z_2, z_1) = F(z_2, \tau_1) \quad \text{and} \quad (\Theta_{C,2}F)(\tau_2, z_1) = F(\tau_2, z_1)
$$

between formal power series in (1.19) and (1.20), $z_j \in \mathbb{C}^{d_j}$, $j = 1, 2$. Then

$$(1.21) \quad \tilde{A}_{0,s}(\mathbb{C}^{d_2} \times \mathbb{C}^{d_1}), \quad \tilde{A}_s(\mathbb{C}^{d_2} \times \mathbb{C}^{d_1}), \quad \tilde{A}'_s(\mathbb{C}^{d_2} \times \mathbb{C}^{d_1}), \quad \tilde{A}'_{0,s}(\mathbb{C}^{d_2} \times \mathbb{C}^{d_1})$$

are the images of (1.16) under $\Theta_{C,1}$, and $\tilde{A}(\mathbb{C}^{d_2} \times \mathbb{C}^{d_1})$ and $\tilde{A}_{d_2,d_1}(\{0\}) = \tilde{A}_{d_2+d_1}(\{0\})$ are the images of $A(\mathbb{C}^{d})$ and $A_{d_2+d_1}(\{0\})$ respectively under $\Theta_{C,1}$. The topologies of the spaces in (1.21), $\tilde{A}(\mathbb{C}^{d_2} \times \mathbb{C}^{d_1})$ and $\tilde{A}_{d_2,d_1}(\{0\})$ are inherited from the topologies in the spaces (1.16), $A(\mathbb{C}^{d})$ and $A_d(\{0\})$, respectively.
Remark 1.8. By letting $d_2 = d$ and $d_1 = 0$, it follows that $A(C^d)$ and the spaces in (1.16) can be considered as special cases of $\hat{A}(C^{d_2} \times C^{d_1})$ and the spaces in (1.21). Since $A'_{\beta_1}(C^d) = A(C^d)$ and $A'_{0,\beta_1}(C^d) = A_d(\{0\})$, it follows that

\begin{equation}
\hat{A}'_{\beta_1}(C^{d_2} \times C^{d_1}) = \hat{A}(C^{d_2} \times C^{d_1}),
\end{equation}

\begin{equation}
\hat{A}'_{0,\beta_1}(C^{d_2} \times C^{d_1}) = \hat{A}_{d_2+d_1}(\{0\}).
\end{equation}

The following results are now immediate consequences of Theorems 4.1, 4.2, 5.2 and 5.3 in [26] and Definition 1.7. Here let

\begin{equation}
\kappa_{1,r,s}(z) = \begin{cases} e^{r(\log(z))^{1-\frac{1}{p}}}, & s < \frac{1}{2}, \\ e^{r|z|^\frac{2p-1}{p}}, & s = b_{\sigma}, \sigma > 0, \\ e^{\frac{|u_2-r|}{q} |z|^\frac{1}{p}}, & s \geq \frac{1}{2}, \end{cases}
\end{equation}

and

\begin{equation}
\kappa_{2,r,s}(z) = \begin{cases} e^{r|z|^\frac{2p-1}{p}}, & s = b_{\sigma}, \sigma > 1, \\ e^{\frac{|u_2+s|}{q} |z|^\frac{1}{p}}, & s \geq \frac{1}{2}, \end{cases}
\end{equation}

**Theorem 1.9.** Let $s_1, s_2 \in \mathbb{R}$ be such that $s_2 > s_1$, and let $\kappa_{1,r,s}$ and $\kappa_{2,r,s}$ be given by (1.23) and (1.24) respectively, when $r > 0$. Then the following is true:

1. $\hat{A}_{s_1}(C^{d_2} \times C^{d_1}) (\hat{A}_{0,s_1}(C^{d_2} \times C^{d_1}))$ consists of all $K \in \hat{A}(C^{d_2} \times C^{d_1})$ such that $|K| \leq \kappa_{1,r,s_1}$ for some $r > 0$ (for every $0 < r < \frac{1}{2}$).
2. $\hat{A}'_{s_2}(C^{d_2} \times C^{d_1}) (\hat{A}'_{0,s_2}(C^{d_2} \times C^{d_1}))$ consists of all $K \in \hat{A}(C^{d_2} \times C^{d_1})$ such that $|K| \leq \kappa_{2,r,s_2}$ for every $r > 0$ (for some $r > 0$).

By Remark 1.8 it follows that Theorem 1.9 remains true after the spaces in (1.21) are replaced by corresponding spaces in (1.16).

1.4. Modulation spaces. Before giving the definition of a broad family of modulation spaces, we make a review of mixed normed spaces of Lebesgue types, adapted to suitable bases of the Euclidean space $\mathbb{R}^d$. Let $E$ be the ordered basis $\{e_1, \ldots, e_d\}$ of $\mathbb{R}^d$. Then the ordered basis $E' = \{e'_1, \ldots, e'_d\}$ (the dual basis of $E$) satisfies

$$\langle e_j, e'_k \rangle = 2\pi \delta_{jk} \quad \text{for every} \quad j, k = 1, \ldots, d.$$ 

The corresponding parallelepiped, lattice, dual parallelepiped and dual lattice are given by

$$\kappa(E) = \{x_1e_1 + \cdots + x_de_d; (x_1, \ldots, x_d) \in \mathbb{R}^d, 0 \leq x_k \leq 1, k = 1, \ldots, d\},$$

$$\Lambda(E) = \{j_1e_1 + \cdots + j_de_d; (j_1, \ldots, j_d) \in \mathbb{Z}^d\},$$

$$\kappa(E') = \{\xi_1e'_1 + \cdots + \xi_de'_d; (\xi_1, \ldots, \xi_d) \in \mathbb{R}^d, 0 \leq \xi_k \leq 1, k = 1, \ldots, d\},$$

and

$$\Lambda(E) = \Lambda(E') = \{t_1e'_1 + \cdots + t_de'_d; (t_1, \ldots, t_d) \in \mathbb{Z}^d\},$$

respectively. Note here that the Fourier analysis with respect to general biorthogonal bases has recently been developed in [20].

We observe that there is a matrix $T_E$ such that $e_1, \ldots, e_d$ and $e'_1, \ldots, e'_d$ are the images of the standard basis under $T_E$ and $T_E = 2\pi(T_E^{-1})'$, respectively.

In the following we let

$$\max(q) = \max(q_1, \ldots, q_d) \quad \text{and} \quad \min(q) = \min(q_1, \ldots, q_d)$$

when \( q = (q_1, \ldots, q_d) \in [1, \infty]^d \).

**Definition 1.10.** Let \( E \) be an ordered basis of \( \mathbb{R}^d \) and \( p = (p_1, \ldots, p_d) \in [1, \infty]^d \). If \( f \in L^1_{\text{loc}}(\mathbb{R}^d) \), then \( \|f\|_{L^p_E} \) is defined by
\[
\|f\|_{L^p_E} = \|g_{d-1}\|_{L^{p_d}(\mathbb{R})}
\]
where \( g_k(z_k), z_k \in \mathbb{R}^{d-k}, k = 0, \ldots, d-1 \), are inductively defined as
\[
g_0(x_1, \ldots, x_d) = |f(x_1e_1 + \cdots + x_de_d)|, \quad (x_1, \ldots, x_d) \in \mathbb{R}^d,
\]
and
\[
g_k(z_k) = \|g_{k-1}(\cdot, z_k)\|_{L^{p_k}(\mathbb{R})}, \quad z_k \in \mathbb{R}^{d-k}, \ k = 1, \ldots, d-1.
\]
The space \( L^p_E(\mathbb{R}^d) \) consists of all \( f \in L^1_{\text{loc}}(\mathbb{R}^d) \) such that \( \|f\|_{L^p_E} \) is finite, and is called \( E \)-split Lebesgue space (with respect to \( p \)).

Next we discuss suitable conditions for bases in the phase space \( \mathbb{R}^{2d} \). We let \( \sigma(X, Y) \) be the standard symplectic form on the phase space, given by
\[
\sigma(X, Y) = \langle y, \xi \rangle - \langle x, \eta \rangle, \quad X = (x, \xi) \in \mathbb{R}^{2d}, \ Y = (y, \eta) \in \mathbb{R}^{2d}.
\]
We notice that if
\[
(1.25) \quad \{e_1, \ldots, e_d, \varepsilon_1, \ldots, \varepsilon_d\}
\]
is the standard basis of \( \mathbb{R}^{2d} \), then
\[
(1.26) \quad \sigma(e_j, e_k) = 0, \quad \sigma(e_j, \varepsilon_k) = -\delta_{j,k}, \quad \text{and} \quad \sigma(\varepsilon_j, \varepsilon_k) = 0,
\]
when \( j, k \in \{1, \ldots, d\} \). More generally, a basis in (1.25) for the phase space \( \mathbb{R}^{2d} \) is called symplectic if (1.26) holds. A symplectic basis (1.25) for \( \mathbb{R}^{2d} \) is called phase split if \( e_1, \ldots, e_d \) and \( \varepsilon_1, \ldots, \varepsilon_d \) span
\[
\{(x, 0) \in \mathbb{R}^{2d}; \ x \in \mathbb{R}^d\} \quad \text{and} \quad \{(0, \xi) \in \mathbb{R}^{2d}; \ \xi \in \mathbb{R}^d\},
\]
respectively.

Next we give the definition of our class of modulation spaces.

**Definition 1.11.** Let \( E \) be an ordered basis for \( \mathbb{R}^{2d}, \ p \in [1, \infty]^{2d} \), \( \phi(x) = \pi^{-\frac{d}{4}}e^{-\frac{1}{4}|x|^2} \) and let \( \omega \) be a weight on \( \mathbb{R}^{2d} \). Then the modulation space \( M^p_{E,(\omega)}(\mathbb{R}^d) \) consists of all \( f \in \mathcal{H}'_{\omega_1}(\mathbb{R}^d) \) such that
\[
(1.27) \quad \|f\|_{M^p_{E,(\omega)}} = \|V_{\phi}f \cdot \omega\|_{L^p_E}
\]
is finite.

We remark that if \( \phi(x) = \pi^{-\frac{d}{4}}e^{-\frac{1}{4}|x|^2} \) and \( f \in \mathcal{H}'_{\omega_1}(\mathbb{R}^d) \), then \( (x, \xi) \mapsto V_{\phi}f(x, \xi) \) is a smooth function (cf. [26]). Furthermore, by [26, Theorem 4.8] we get the following. The proof is omitted.

**Proposition 1.12.** Let \( E \) be an ordered basis for \( \mathbb{R}^{2d}, \ p \in [1, \infty]^{2d} \) and let \( \omega \) be a weight on \( \mathbb{R}^{2d} \). Then \( M^p_{E,(\omega)}(\mathbb{R}^d) \) is a Banach space with norm given by (1.27).

If the weight \( \omega \) in Definition 1.11 is a moderate weight, then we can say more concerning \( M^p_{E,(\omega)}(\mathbb{R}^d) \). In what follows we let \( p' \in [1, \infty] \) be the conjugate exponent of \( p \in [1, \infty] \), i.e. \( \frac{1}{p} + \frac{1}{p'} = 1 \).

**Proposition 1.13.** Let \( E \) be an ordered basis for \( \mathbb{R}^{2d}, \ p \in [1, \infty]^{2d} \) and let \( \omega, v \in \mathcal{S}_E(\mathbb{R}^{2d}) \) be such that \( \omega \) is \( v \)-moderate. Then the following is true:
grow or decay at infinity when \( \phi \) (see also [25, 26]).

involved functions or distributions. In the same way the variables in the definition of modulation spaces quantify decay and possible growth properties for the Bargmann transform \( \mathcal{V} \).

It is then proved that Proposition 1.13 (1) and (4) hold true (with (1.28))

\[
\text{for } p \in [1, \infty], \text{ then } \mathcal{V}_d f \text{ is the entire function given by }
\]

\[
(\mathfrak{V}_d f)(z) = \pi^{-d/4} \int_{\mathbb{R}^d} \exp \left( -\frac{1}{2} (\langle z, z \rangle + |y|^2) + 2^{1/2} \langle z, y \rangle \right) f(y) \, dy, \quad z \in \mathbb{C}^d,
\]

which can also be formulated as

\[
(\mathfrak{V}_d f)(z) = \int_{\mathbb{R}^d} \mathfrak{A}_d(z, y) f(y) \, dy, \quad z \in \mathbb{C}^d,
\]

or

\[
(\mathfrak{V}_d f)(z) = \langle f, \mathfrak{A}_d(z, \cdot) \rangle, \quad z \in \mathbb{C}^d,
\]

Remark 1.14. In some sense, the variable \( x \) at the weight \( \omega(x, \xi) \) in the definition of modulation spaces quantify decay and possible growth properties for the involved functions or distributions. In the same way the variable \( \xi \) quantify regularity or possible lack of regularity for the involved functions or distributions.

By the analysis in [26] it follows that there are no bounds on how fast \( V_\phi f \) may grow or decay at infinity when \( \phi(x) = \pi^{-\frac{d}{2}} e^{-\frac{1}{2} |x|^2} \) is fixed, \( x \in \mathbb{R}^d \), and \( f \) is taken in the class \( \mathcal{H}_p'(\mathbb{R}^d) \). Since weights in \( \mathcal{S}_E(\mathbb{R}^{2d}) \) are bounded by exponential functions, the restrictions of the weights in Proposition 1.13 are significantly stronger compared to what is the case in Proposition 1.12. A question here concerns whether it is possible to extend parts of Proposition 1.13 to larger weight classes than \( \mathcal{S}_E(\mathbb{R}^{2d}) \) or not.

It seems that the invariance properties (2) in Proposition 1.13 concerning the choice of weight function are not possible for weights that are not moderate. On the other hand, (1) and (4) in Proposition 1.13 hold true for certain weights outside \( \mathcal{S}_E(\mathbb{R}^{2d}) \). In fact, in [25], certain weight classes which contain \( \mathcal{S}_E(\mathbb{R}^{2d}) \) as well as weights of the form

\[
\omega(x, \xi) = e^{r|x|^\frac{2}{d}} e^{s|\xi|^\frac{r}{d}}, \quad x, \xi \in \mathbb{R}^d,
\]

when \( r > 0 \) and \( s > \frac{1}{2} \) are introduced. For corresponding (broader) families of modulation spaces it is then proved that Proposition 1.13 (1) and (4) hold true (with some modifications).

1.5. Bargmann transform and spaces of analytic functions. The Bargmann transform \( \mathfrak{V}_d \) is the homeomorphism from the spaces in (1.15) to respective spaces in (1.16), given by \( T_A \circ T_\mathcal{H}^{-1} \), where \( T_\mathcal{H} \) and \( T_A \) are given by (1.14). For distributions in \( \mathcal{S}'(\mathbb{R}^d) \), this definition agrees with the original definition of the Bargmann transform, given in [1, 2], in view of [1, 2, 26].

In fact, if \( f \in L^p(\mathbb{R}^d) \) for some \( p \in [1, \infty] \), then \( \mathfrak{V}_d f \) is the entire function given by

1) \( \Sigma_1(\mathbb{R}^d) \hookrightarrow M^p_{E, (\omega)}(\mathbb{R}^d) \hookrightarrow \Sigma'_1(\mathbb{R}^d) \). If in addition \( \max(p) < \infty \), then \( \Sigma_1(\mathbb{R}^d) \) is dense in \( M^p_{E, (\omega)}(\mathbb{R}^d) \);

2) if \( \phi \in M^1_{(\omega)}(\mathbb{R}^d) \setminus \{0\} \) and \( f \in \Sigma_1(\mathbb{R}^d) \), then \( f \in M^p_{E, (\omega)}(\mathbb{R}^d) \), if and only if the right-hand side of (1.27) is finite. Furthermore, different choices of \( \phi \in M^1_{(\omega)}(\mathbb{R}^d) \setminus \{0\} \) in (1.27) give rise to equivalent norms;

3) \( M^p_{E, (\omega)}(\mathbb{R}^d) \) increases with \( p_1, \ldots, p_{2d} \) and decreases with \( \omega \);

4) if \( \mathbf{p}' = (p'_1, \ldots, p'_{2d}) \), then the restriction of the \( L^2(\mathbb{R}^d) \) scalar product \( (\cdot, \cdot) \) to \( \Sigma_1(\mathbb{R}^d) \) is uniquely extendable to a (semi-conjugate) duality between \( M^p_{E, (\omega)}(\mathbb{R}^d) \) and \( M^{p'}_{E, (1/\omega)}(\mathbb{R}^d) \). If in addition \( \max(p) < \infty \), then the dual of \( M^p_{E, (\omega)}(\mathbb{R}^d) \) can be identified by \( M^{p'}_{E, (1/\omega)}(\mathbb{R}^d) \) through the form \( (\cdot, \cdot) \).

Proposition 1.13 follows by similar arguments as in Chapters 11 and 12 in [12] (see also [25, 26]).
where the Bargmann kernel $\mathfrak{A}_d$ is given by
\[ \mathfrak{A}_d(z, y) = \pi^{-d/4} \exp \left( -\frac{1}{2} \langle z, z \rangle + |y|^2 \right) + 2^{1/2} \langle z, y \rangle, \quad z \in \mathbb{C}^d, y \in \mathbb{R}^d. \]
(Cf. [1, 2].) Here
\[ \langle z, w \rangle = \sum_{j=1}^{d} z_j w_j \quad \text{and} \quad \langle z, w \rangle = \langle z, \bar{w} \rangle \]
when
\[ z = (z_1, \ldots, z_d) \in \mathbb{C}^d \quad \text{and} \quad w = (w_1, \ldots, w_d) \in \mathbb{C}^d, \]
and otherwise $\langle \cdot, \cdot \rangle$ denotes the duality between test function spaces and their corresponding duals which is clear from the context. We note that the right-hand side in (1.28) makes sense when $f \in S'_{1/2}(\mathbb{R}^d)$ and defines an element in $A(\mathbb{C}^d)$, since
\[ y \mapsto \mathfrak{A}_d(z, y) \]
induces the bilinear form (1.32)
\[ \|F\|_{A^2} \equiv \left( \int_{\mathbb{C}^d} |F(z)|^2 d\mu(z) \right)^{1/2} < \infty. \]
Recall, $d\mu(z) = \pi^{-d} e^{-|z|^2} d\lambda(z)$, where $d\lambda(z)$ is the Lebesgue measure on $\mathbb{C}^d$, and the scalar product on $A^2(\mathbb{C}^d)$ is given by
\[ (F, G)_{A^2} \equiv \int_{\mathbb{C}^d} F(z) \overline{G(z)} d\mu(z), \quad F, G \in A^2(\mathbb{C}^d). \]
For future references we note that the latter scalar product induces the bilinear form (1.31)
\[ (F, G) \mapsto \langle F, G \rangle_{A^2} = \langle F, G \rangle_{A^2(\mathbb{C}^d)} \equiv \int_{\mathbb{C}^d} F(z) G(z) d\mu(z) \]
on $A^2(\mathbb{C}^d) \times A^2(\mathbb{C}^d)$.
In [1] it was also proved that the orthonormal basis $\{h_\alpha\}_{\alpha \in \mathbb{N}^d}$ in $L^2(\mathbb{R}^d)$ of Hermite functions is mapped to the orthonormal basis $\{e_\alpha\}_{\alpha \in \mathbb{N}^d}$ in $A^2(\mathbb{C}^d)$ (cf. (1.13)). Furthermore, there is a convenient reproducing formula on $A^2(\mathbb{C}^d)$. In fact, let $\Pi_A$ be the operator from $L^2(d\mu)$ to $A(\mathbb{C}^d)$, given by
\[ (\Pi_A f)(z) = \int_{\mathbb{C}^d} F(w) e^{i(z, w)} d\mu(w), \quad z \in \mathbb{C}^d. \]
Then it is proved in [1] that $\Pi_A$ is an orthonormal projection from $L^2(d\mu)$ to $A^2(\mathbb{C}^d)$.
From now on we assume that $\phi$ in the definition of the short-time Fourier transform is given by
\[ \phi(x) = \pi^{-d/4} e^{-|x|^2/2}, \quad x \in \mathbb{R}^d, \]
if nothing else is stated. For such $\phi$, it follows by straight-forward computations that the relationship between the Bargmann transform and the short-time Fourier transform is given by
\[ \mathfrak{A}_d = U_{\phi} \circ V_{\phi}, \quad \text{and} \quad U_{\phi}^{-1} \circ \mathfrak{A}_d = V_{\phi}, \]
where $U_{\phi}$ is the linear, continuous and bijective operator on $\mathcal{D}'(\mathbb{R}^d) \simeq \mathcal{D}'(\mathbb{C}^d)$, given by
\[ (U_{\phi}F)(x + i\xi) = (2\pi)^{d/2} e^{(i(x, \xi))} e^{-i(x, \xi)} F(2^{1/2} x, -2^{1/2} \xi), \quad x, \xi \in \mathbb{R}^d, \]
cf. [25].
Definition 1.15. Let $E$ be an ordered basis for $\mathbb{R}^{2d}$, $U_3$ be the operator in \((1.35)\), $p \in [1, \infty]^{2d}$, $\phi(x) = \pi^{-d/2} e^{-\frac{1}{2}\|x\|^2}$ and let $\omega$ be a weight on $\mathbb{R}^{2d}$.  

(1) The space $B^p_{E, (\omega)}(C^d)$ consists of all $F \in L^1_{\text{loc}}(C^d)$ such that

$$\|F\|_{B^p_{E, (\omega)}} \equiv \|U_3^{-1} F\|_{L^p_E}$$

is finite; 

(2) The space $A^p_{E, (\omega)}(C^d)$ consists of all $F \in A(C^d) \cap B^p_{E, (\omega)}(C^d)$ with topology inherited from $B^p_{E, (\omega)}(C^d)$. 

We note that the spaces in Definition 1.15 are normed spaces. 

For conveneincly we set $\|F\|_{B^p_{E, (\omega)}} = \infty$, when $F \notin B^p_{E, (\omega)}(C^d)$ is measurable, and $\|F\|_{A^p_{E, (\omega)}} = \infty$, when $F \in A(C^d) \setminus B^p_{E, (\omega)}(C^d)$. 

Remark 1.16. In Definitions 1.11 and 1.15, important cases appear when $E$ is the standard basis for $\mathbb{R}^{2d}$ and $p_1 = \cdots = p_d = p \in [1, \infty]$ and $p_{d+1} = \cdots = p_{2d} = q \in [1, \infty]$. For such choices of $E$ and $p$ we set $L^{p,q} = L^p_E$, 

$$M^p_{(\omega)} = M^p_{E,(\omega)}, \quad A^p_{(\omega)} = A^p_{E,(\omega)} \quad \text{and} \quad B^p_{(\omega)} = B^p_{E,(\omega)},$$

We also set

$$M^p_{(\omega)} = M^{p,p}_{E,(\omega)}, \quad A^p_{(\omega)} = A^{p,p}_{E,(\omega)} \quad \text{and} \quad B^p_{(\omega)} = B^{p,p}_{E,(\omega)},$$

If in addition $\omega = 1$, then we set

$$M^p_{E,(\omega)} = M^p_E, \quad M^{p,q}_{(\omega)} = M^{p,q} \quad \text{and} \quad M^p_{(\omega)} = M^p,$$

and similarly for $A^p_{E,(\omega)}$ and $B^p_{E,(\omega)}$ spaces.

If instead $E = \{e_{d+1}, \ldots, e_{2d}, e_1, \ldots, e_d\}$ where $e_1, \ldots, e_{2d}$ is the standard basis for $\mathbb{R}^{2d}$ and $p_1 = \cdots = p_d = q \in [1, \infty]$, $p_{d+1} = \cdots = p_{2d} = p \in [1, \infty]$, then we set $L^{p,q} = L^p_E$

$$W^{p,q}_{E,(\omega)} = W^{p,q}_{E,(\omega)}, \quad A^{p,q}_{E,(\omega)} = A^{p,q}_{E,(\omega)} \quad \text{and} \quad B^{p,q}_{E,(\omega)} = B^{p,q}_{E,(\omega)}.$$

We notice that the space $W^{p,q}_{E,(\omega)}$ in Remark 1.16 is an example of a (weighted) Wiener amalgam space (cf. [9, 10]). For future references we observe that the $B^p_{(\omega)}$ norm is given by

$$\|F\|_{B^p_{(\omega)}} = 2^{d/p} (2\pi)^{-d/2} \left( \int_{C^d} |e^{-|z|^2/2} F(z) \omega(2^{1/2} z)|^p \, d\lambda(z) \right)^{1/p}$$

(1.36)

$$= 2^{d/p} (2\pi)^{-d/2} \left( \int_{\mathbb{R}^{2d}} |e^{-(|x|^2 + |\xi|^2)/2} F(x, i\xi) \omega(2^{1/2} x, -2^{1/2} \xi)|^p \, dx d\xi \right)^{1/p}$$

(with obvious modifications when $p = \infty$). Especially it follows that the norm and scalar product in $B^2_{(\omega)}(C^d)$ take the forms

$$\|F\|_{B^2_{(\omega)}} = \left( \int_{C^d} |F(z) \omega(2^{1/2} z)|^2 \, d\mu(z) \right)^{1/2}, \quad F \in B^2_{(\omega)}(C^d),$$

$$(F, G)_{B^2_{(\omega)}} = \int_{C^d} F(z) \overline{G(z)} \omega(2^{1/2} z)^2 \, d\mu(z), \quad F, G \in B^2_{(\omega)}(C^d)$$

(cf. (1.29) and (1.30)).
By the definitions and (1.34) it follows that the Bargmann transform is an isometric injection from $M^p_{E,\omega}(\mathbb{R}^d)$ to $A^p_{E,\omega}(\mathcal{C}^d)$. In fact, we have the following refinement. We omit the proof since the result is a special case of Theorem 4.8 in [26].

**Proposition 1.17.** Let $E$ be an ordered basis for $\mathbb{R}^{2d}$, $p \in [1, \infty]^{2d}$, and $\omega$ be a weight on $\mathbb{R}^{2d}$. Then the Bargmann transform is an isometric bijection from $M^p_{E,\omega}(\mathbb{R}^d)$ to $A^p_{E,\omega}(\mathcal{C}^d)$.

Finally, the SCB transform (i.e. the Semi Conjugated Bargmann transform), $\mathfrak{W}_{\Theta,d_2,d_1}$ is defined as $\Theta_{C,1} \circ \mathfrak{W}_{d_2+d_1}$ (cf. Definition 1.7). We also set $\mathfrak{W}_{\Theta,d} = \mathfrak{W}_{\Theta,d,d}$. Evidently, all properties of the Bargmann transform carry over to analogous properties for the SCB transform. Assume that $E$ is a basis for $\mathbb{R}^{2d_2} \times \mathbb{R}^{2d_1}$, $p \in [1, \infty]^{2d_2+2d_1}$, $p, q \in (0, \infty]$ and that $\omega$ is a weight on $\mathbb{R}^{2d_2} \times \mathbb{R}^{2d_1}$.

Next we recall some properties in pseudo-differential calculus. Let $\Theta_2, \Theta_1 \in \mathcal{C}^d$, respectively, and the Weyl quantization $\Theta \in \mathcal{C}^d$, the standard (Kohn–Nirenberg) representation, $a(x, D) = \Theta(a)$, and the Weyl quantization $\mathfrak{W}(a)$ of $a$ are obtained by choosing $A = 0$ and $A = \frac{1}{2}I$, respectively, in (1.37) and (1.38), where $I = I_d$ is the $d \times d$ identity matrix.

**Remark 1.18.** By Fourier’s inversion formula, (1.38) and the kernel theorem [16, Theorem 2.2], [22, Theorem 2.5] for operators from Gelfand–Shilov spaces to their duals, it follows that the map $a \mapsto \mathfrak{W}(a)$ is bijective from $\Sigma'_1(\mathbb{R}^{2d})$ to the set of all linear and continuous operators from $\Sigma_1(\mathbb{R}^d)$ to $\Sigma'_1(\mathbb{R}^d)$.

By Remark 1.18, it follows that for every $a_1 \in \Sigma'_1(\mathbb{R}^{2d})$ and $A_1, A_2 \in \mathcal{M}(d, \mathbb{R})$, there is a unique $a_2 \in \Sigma'_1(\mathbb{R}^{2d})$ such that $\mathfrak{W}(a_1) = \mathfrak{W}(a_2)$. By Section 18.5 in [15], the relation between $a_1$ and $a_2$ is given by

$$\mathfrak{W}(a_1) = \mathfrak{W}(a_2) \iff a_2 = e^{i(A_1 - A_2)D_x:D_y}a_1.$$
Here we note that the operator $e^{i(A_{d; d} + D)}$ is homeomorphic on $\Sigma_1(\mathbb{R}^{2d})$ and its dual (cf. [5, 6, 29]). For modulation spaces we have the following subresult of Proposition 2.8 in [28]. Here and in what follows, $A^*$ is the transpose of $A \in \mathbf{M}(d, \mathbb{R})$.

**Proposition 1.19.** Let $s \geq \frac{1}{2}$, $A \in \mathbf{M}(d, \mathbb{R})$, $p, q \in (0, \infty)$, $\phi, a \in \Sigma_1(\mathbb{R}^{2d})$ and let $T_A = e^{i(A_{d; d} + D)}$. If $\omega \in \mathcal{P}_E(\mathbb{R}^{4d})$ and

$$\omega_j(x, \xi, \eta, y) = \omega(x + Ay, \xi + A^*\eta, \eta, y),$$

then $T_A$ from $\Sigma_1(\mathbb{R}^{2d})$ to $\Sigma_1(\mathbb{R}^{2d})$ extends uniquely to a homeomorphism from $M_{p, q}^{(\omega)}(\mathbb{R}^{2d})$ to $M_{p, q}^{(\omega_A)}(\mathbb{R}^{2d})$, and

$$\|T_Aa\|_{M_{p, q}^{(\omega_A)}} \leq \|a\|_{M_{p, q}^{(\omega)}}.$$  

2. Kernel theorems and analytic pseudo-differential operators

In the first part of the section we show that there is a one to one correspondence between linear and continuous mappings from $\mathcal{A}'_s$ to $\mathcal{A}_s$ ($\mathcal{A}'_s$ to $\mathcal{A}_s$) and mappings with kernels in $\mathcal{A}_s$ ($\mathcal{A}'_s$) with respect to the measure $du$ (cf. Propositions 2.2 and 2.3). Thereafter we deduce in Theorems 2.7–2.10 analogous results for analytic pseudo-differential operators based on Theorem 2.6 which deals with mapping properties of the operator which takes $a(z, w)$ into $e^{i(z, w)}a(z, w)$.

Here and in what follows, any extension of the $A^2$-form, $(\cdot, \cdot)_{A^2}$ from $\mathcal{A}_0(\mathbb{C}^d) \times \mathcal{A}_0(\mathbb{C}^d)$ to $\mathbb{C}$ is still called $A^2$-form and still denoted by $(\cdot, \cdot)_{A^2}$. Similar approaches yield extensions of the forms $(\cdot, \cdot)_{A^2}$ and $(\cdot, \cdot)_{A^2}$. By the definitions, $\ell^1_s(\mathbb{N}^d)$ and $\ell^1_{0,s}(\mathbb{N}^d)$ are the duals of $\ell^1_s(\mathbb{N}^d)$ and $\ell^1_{0,s}(\mathbb{N}^d)$, respectively, through unique extensions of the $\ell^1(\mathbb{N}^d)$ form on $\ell^1(\mathbb{N}^d)$. Since the spaces in (1.16) are images of the spaces in (1.12) under the map $T_A$ in (1.14), the following lemma is an immediate consequence of these duality properties. The result is also implicitly given in [7, 26].

**Lemma 2.1.** Let $s \in \mathbf{R}$. Then the following is true:

1. the form $(F, G) \mapsto (F, G)_{A^2}$ from $\mathcal{A}_0(\mathbb{C}^d) \times \mathcal{A}_0(\mathbb{C}^d)$ to $\mathbb{C}$ is uniquely extensible to continuous forms from $\mathcal{A}_s(\mathbb{C}^d) \times \mathcal{A}_s'(\mathbb{C}^d)$ to $\mathbb{C}$, and from $\mathcal{A}_s(\mathbb{C}^d) \times \mathcal{A}_s(\mathbb{C}^d)$ to $\mathbb{C}$. Furthermore, the duals of $\mathcal{A}_s(\mathbb{C}^d)$ and $\mathcal{A}_s(\mathbb{C}^d)$ can be identified by $\mathcal{A}_s'(\mathbb{C}^d)$ and $\mathcal{A}_s'(\mathbb{C}^d)$ through the form $(\cdot, \cdot)_{A^2}$;

2. the form $(F, G) \mapsto (F, G)_{A^2}$ from $\mathcal{A}_0(\mathbb{C}^d) \times \mathcal{A}_0(\mathbb{C}^d)$ to $\mathbb{C}$ is uniquely extensible to continuous forms from $\mathcal{A}_s(\mathbb{C}^d) \times \mathcal{A}_s'(\mathbb{C}^d)$ to $\mathbb{C}$, and from $\mathcal{A}_s(\mathbb{C}^d) \times \mathcal{A}_s(\mathbb{C}^d)$ to $\mathbb{C}$. Furthermore, the duals of $\mathcal{A}_s(\mathbb{C}^d)$ and $\mathcal{A}_s(\mathbb{C}^d)$ can be identified by $\mathcal{A}_s'(\mathbb{C}^d)$ and $\mathcal{A}_s'(\mathbb{C}^d)$ through the form $(\cdot, \cdot)_{A^2}$.

The following two propositions follow by applying $\mathfrak{R}(d; d_2; d_1)$ on Theorem 3.3 and 3.4 in [7], and using Lemma 2.1. The details are left for the reader.

**Proposition 2.2.** Let $s \in \mathbf{R}$, and let $T$ be a linear and continuous map from $\mathcal{A}_0(\mathbb{C}^{d_1})$ to $\mathcal{A}_0'(\mathbb{C}^{d_2})$. Then the following is true:

1. if $T$ is a linear and continuous map from $\mathcal{A}'_s(\mathbb{C}^{d_1})$ to $\mathcal{A}_s(\mathbb{C}^{d_2})$, then there is a unique $K \in \mathcal{A}_s(\mathbb{C}^{d_2} \times \mathbb{C}^{d_1})$ such that

$$TF = (z_2 \mapsto (K(z_2, \cdot), F)_{A^2(\mathbb{C}^{d_1})})$$

holds true;

2. if $T$ is a linear and continuous map from $\mathcal{A}_s(\mathbb{C}^{d_1})$ to $\mathcal{A}_s'(\mathbb{C}^{d_2})$, then there is a unique $K \in \mathcal{A}_s'(\mathbb{C}^{d_2} \times \mathbb{C}^{d_1})$ such that (2.1) holds true.
The same holds true if \( A_s, \tilde{A}_s, A'_s \) and \( \tilde{A}'_s \) are replaced by \( A_{0,s}, \tilde{A}_{0,s}, A'_{0,s} \) and \( \tilde{A}'_{0,s} \), respectively, at each occurrence.

**Proposition 2.3.** Let \( K \in \tilde{A}'_0(\mathbb{C}^{d_2} \times \mathbb{C}^{d_1}) \), \( s \in \mathbb{R} \) and let \( T \) be the linear and continuous map from \( A_0(\mathbb{C}^{d_1}) \) to \( A_0(\mathbb{C}^{d_2}) \), given by

\[
(2.2) \quad F \mapsto TF = (z_2 \mapsto \langle K(z_2, \cdot), F \rangle_{A'(\mathbb{C}^{d_1})}).
\]

Then the following is true:

1. if \( K \in \tilde{A}_s(\mathbb{C}^{d_2} \times \mathbb{C}^{d_1}) \), then \( T \) extends uniquely to a linear and continuous map from \( \tilde{A}'(\mathbb{C}^{d_1}) \) to \( \tilde{A}_s(\mathbb{C}^{d_2}) \);
2. if \( K \in \tilde{A}'_s(\mathbb{C}^{d_2} \times \mathbb{C}^{d_1}) \), then \( T \) extends uniquely to a linear and continuous map from \( \tilde{A}(\mathbb{C}^{d_1}) \) to \( \tilde{A}'(\mathbb{C}^{d_2}) \).

The same holds true if \( A_s, \tilde{A}_s, A'_s \) and \( \tilde{A}'_s \) are replaced by \( A_{0,s}, \tilde{A}_{0,s}, A'_{0,s} \) and \( \tilde{A}'_{0,s} \), respectively, at each occurrence.

The operator \( T \) in (2.2) should be interpreted as \( T \) in the formula

\[
(TF, G)_{A'(\mathbb{C}^{d_2})} = (K, G \otimes F)_{A(\mathbb{C}^{d_2} \times \mathbb{C}^{d_1})}, \quad F \in A_0(\mathbb{C}^{d_1}), \quad G \in A_0(\mathbb{C}^{d_2}).
\]

Next we recall the definition of analytic pseudo-differential operators. (See [25, Definition 6.20] in the case \( t = 0 \), as well as [3, 4].)

**Definition 2.4.** Let \( a \in \tilde{A}'_1(\mathbb{C}^d) \). Then the analytic pseudo-differential operator \( Op_\mathbb{Q}(a) (A\Psi DO) \) with symbol \( a \) is given by

\[
(2.3) \quad (Op_\mathbb{Q}(a) F)(z) = \int_{\mathbb{C}^d} a(z, w)F(w)e^{(z,w)}\,d\mu(w) = (F, a(z, \cdot)e^{(\cdot, z)})_{A'(\mathbb{C}^d)}, \quad z \in \mathbb{C}^d.
\]

By the definition it follows that the relation between the operator kernel \( K \) and the symbol \( a \) is given by

\[
K(z, w) = e^{(z,w)}a(z, w), \quad z, w \in \mathbb{C}^d,
\]

provided the multiplication on the right-hand side makes sense. This leads to the question about mapping properties of \( T_t \) defined by

\[
(2.4) \quad (T_t a)(z, w) = e^{t(z,w)}a(z, w), \quad z, w \in \mathbb{C}^d, \quad t \in \mathbb{C}
\]

when \( a \) belongs to a suitable subspace of \( \tilde{A}'_1(\mathbb{C}^{2d}) \).

First we notice that \( a \in \tilde{A}(\mathbb{C}^{2d}) \), if and only if \( T_t a \in \tilde{A}(\mathbb{C}^{2d}) \), and that the inverse of \( T_t \) is \( T_{-t} \). Hence \( T_t \) is well-defined and a homeomorphism on \( \tilde{A}'_1(\mathbb{C}^{2d}) \).

If \( T_H \) is the same as in (1.14) then we shall investigate the map \( T_{0,t} \) in the commutative diagram:

\[
\begin{array}{ccc}
\ell'_1(\mathbb{N}^{2d}) & \xrightarrow{T_{0,t}} & \ell'_1(\mathbb{N}^{2d}) \\
\downarrow{T_H} & & \downarrow{T_H} \\
\tilde{A}'_1(\mathbb{C}^{2d}) & \xrightarrow{T_t} & \tilde{A}'_1(\mathbb{C}^{2d}).
\end{array}
\]

Therefore, let \( a \in \tilde{A}'_1(\mathbb{C}^{2d}) \) with the expansion

\[
a(z, w) = \sum_{\alpha, \beta \in \mathbb{N}^d} c(\alpha, \beta)e_\alpha(z)e_\beta(w) = \sum_{\alpha, \beta \in \mathbb{N}^d} c(\alpha, \beta)\frac{z^{\alpha}w^{\beta}}{\sqrt{\alpha!\beta!}}, \quad z, w \in \mathbb{C}^d,
\]
where
\[ |c(\alpha, \beta)| \leq r^{|\alpha + \beta|} \sqrt{\alpha! \beta!} \]
for every \( r > 0 \). Since
\[
e^{t(z,w)} = \sum_{\gamma \in \mathbb{N}^d} \frac{t^{\gamma}}{\gamma!} z^\gamma \overline{w}^\gamma, \quad z, w \in \mathbb{C}^d,
\]
we have
\[
e^{t(z,w)} a(z, w) = \sum_{\gamma \in \mathbb{N}^d} \sum_{\alpha, \beta \in \mathbb{N}^d} \varphi_{t, z, w}(\alpha, \beta, \gamma), \quad z, w \in \mathbb{C}^d, \quad t \in \mathbb{C},
\]
where
\[
\varphi_{t, z, w}(\alpha, \beta, \gamma) = \frac{c(\alpha, \beta) t^{\gamma} z^{\alpha + \gamma} \overline{w}^{\beta + \gamma}}{\gamma! \sqrt{\alpha! \beta!}}.
\]

We shall prove that the series in (2.7) is locally uniformly convergent with respect to \( t, z \) and \( w \). If \( |t| < R, |z| < R \) and \( |w| < R \) for some fixed \( R > 0 \), then by (2.6) we get
\[
|\varphi_{t, z, w}(\alpha, \beta, \gamma)| \leq \frac{r^{|\alpha + \beta|} R^{|\alpha + \beta + 2\gamma|}}{\gamma!} \leq \frac{(rR)^{|\alpha + \beta|} (dR^2)^{|\gamma|}}{|\gamma|!}
\]
for all \( \alpha, \beta, \gamma \in \mathbb{N}^d \). Since the series
\[
\sum_{\alpha, \beta, \gamma \in \mathbb{N}^d} \frac{(rR)^{|\alpha + \beta|} (2R^2)^{|\gamma|}}{|\gamma|!}
\]
is convergent when \( r \) is chosen strictly smaller than \( R^{-1} \), the asserted uniform convergence follows from Weierstrass’ theorem.

In particular, we may change the order of summation in (2.7) to obtain
\[
(T_t a)(z, w) = \sum_{\alpha, \beta \in \mathbb{N}^d} \sum_{\gamma \in \mathbb{N}^d} c(\alpha, \beta) t^{\gamma} z^{\alpha + \gamma} \overline{w}^{\beta + \gamma} \frac{1}{\gamma! \sqrt{\alpha! \beta!}}
\]
\[
= \sum_{\alpha, \beta \in \mathbb{N}^d} \sum_{\gamma \in \mathbb{N}^d} c(\alpha, \beta) t^{\gamma} \left( \begin{array}{c} \alpha + \gamma \\ \beta + \gamma \end{array} \right) e_{\alpha + \gamma}(z) e_{\beta + \gamma}(\overline{w})
\]
\[
= \sum_{\alpha, \beta \in \mathbb{N}^d} (T_{0,t} c)(\alpha, \beta) e_a(z) e_{\beta}(\overline{w}), \quad z, w \in \mathbb{C}^d, \quad t \in \mathbb{C},
\]
where
\[
(T_{0,t} c)(\alpha, \beta) = \sum_{\gamma \in \mathbb{N}^d} c(\alpha - \gamma, \beta - \gamma) t^{\gamma} \left( \begin{array}{c} \alpha \\ \beta \\ \gamma \end{array} \right)^{1/2}, \quad t \in \mathbb{C},
\]
and we have identified \( T_{0,t} \) in the diagram (2.5).

We have now the following:

**Proposition 2.5.** Let \( K \subseteq \mathbb{C} \) be compact, \( t \in K \), \( s, s_0 \in \mathbb{R} \) be such that \( s < 1/2 \) and \( 0 < s_0 \leq 1/2 \), and let \( T_{0,t} \) be the map on \( \ell_0'(\mathbb{N}^{2d}) \) given by (2.9). Then \( T_{0,t} \) is a continuous and bijective map on \( \ell'_0(\mathbb{N}^{2d}) \) with the inverse \( T_{0,-t} \). Furthermore, \( T_{0,t} \) restricts to homeomorphism from \( \ell'_0(\mathbb{N}^{2d}) \) to \( \ell'_0(\mathbb{N}^{2d}) \), and from \( \ell'_0(\mathbb{N}^{2d}) \) to \( \ell'_{0,s_0}(\mathbb{N}^{2d}) \).
Proof. The topology on \( l'_0(N^{2d}) \) can be defined by the family of semi-norms

\[
p_N\{\{c(\alpha, \beta)\}_{\alpha, \beta \in N^d}\} = \sup_{|\alpha| \leq N} \sup_{|\beta| \leq N} |c(\alpha, \beta)|, \quad N \in \mathbb{N}.
\]

Then, for a given \( c \in l'_0(N^{2d}) \) we have

\[
p_N(T_{0,t}(c)) \leq \sup_{|\alpha|, |\beta| \leq N} \sum_{|\gamma| \leq \alpha, \beta} c(\alpha - \gamma, \beta - \gamma)|t|^{\gamma/\gamma} \left( \binom{\alpha}{\gamma} \binom{\beta}{\gamma} \right)^{1/2}
\]

\[
\leq p_N(c) \sum_{|\gamma| \leq N} |t|^\gamma 2^N \leq 2N(1 + |t|)^N p_N(c), \quad t \in C, \quad N \in \mathbb{N},
\]

and the continuity of \( T_{0,t} \) on \( l'_0(N^{2d}) \) follows. By straight-forward computations it also follows that \( T_{0,-1} \) is the inverse of \( T_{0,t} \), which gives asserted homeomorphism properties of \( T_{0,t} \) on \( l'_0(N^{2d}) \).

Next we consider the case when \( s, s_0 \in \mathbb{R}_+ \). Assume that

\[
|c(\alpha, \beta)| \leq e^{\frac{|t|}{\alpha^{1/2} + |\beta|^{1/2}}}, \quad \alpha, \beta \in N^d,
\]

for some constant \( h > 0 \). Then

\[(T_{0,t}c)(\alpha, \beta) \leq \sum_{\gamma \leq \alpha, \beta} e^{\frac{|t|(|\alpha| + |\beta|)}{1/2}} |t|^{\gamma/\gamma} \left( \binom{\alpha}{\gamma} \binom{\beta}{\gamma} \right)^{1/2} \leq I(\alpha)I(\beta),\]

where

\[I(\alpha) = \left( \sum_{\gamma \leq \alpha} \frac{\alpha}{\gamma} e^{\frac{|t|(|\alpha| + |\beta|)}{1/2}} |t|^{\gamma/\gamma} \right)^{1/2}, \quad t \in C, \quad \alpha \in N^d,
\]

and similarly for \( I(\beta) \). Since

\[I(\alpha) \leq e^{\frac{|t|}{\alpha^{1/2}}} \left( \sum_{\gamma \leq \alpha} \frac{\alpha}{\gamma} |t|^{\gamma/\gamma} \right)^{1/2} = e^{\frac{|t|}{\alpha^{1/2}}} (1 + |t|)^{|\alpha|/2}, \quad t \in C, \quad \alpha \in N^d,
\]

we get

\[|(T_{0,t}c)(\alpha, \beta)| \leq e^{\frac{|t|(|\alpha| + |\beta|)}{1/2}} (1 + |t|)^{|\alpha| + |\beta|/2} \leq e^{\frac{|t|(|\alpha| + |\beta|)}{1/2}}, \quad t \in K, \quad \alpha, \beta \in N^d,
\]

twhere the last inequality follows from the fact that \( s < 1/2 \). This gives the continuity assertions for \( T_{0,t} \) in the case when \( s, s_0 \in \mathbb{R}_+ \) and \( s, s_0 < 1/2 \).

For \( s_0 = 1/2 \) we have

\[|(T_{0,t}c)(\alpha, \beta)| \leq e^{\frac{|t|(|\alpha| + |\beta|)}{1 + |t|)} \frac{1}{(1 + |t|)^{(|\alpha| + |\beta|)/2}} = e^{\frac{|t|(|\alpha| + |\beta|)}{1 + |t|}} \frac{1}{(1 + |t|)^{(|\alpha| + |\beta|)/2}}, \quad t \in K, \quad \alpha, \beta \in N^d,
\]

for some other choice of \( h_1 > 0 \) which only depend on \( |t|, d \) and \( h \) and the continuity of \( T_{0,t} \) on \( l'_0(1/2)(N^{2d}) \) follows.

It remains to consider the case when \( s = s_0 = b_0 \) for some \( \sigma > 0 \). Assume that

\[|c(\alpha, \beta)| \leq C e^{\frac{|t|}{\alpha^{1/2} + |\beta|^{1/2}} + \frac{1}{\sigma}}, \quad \alpha, \beta \in N^d,
\]
for some constants $C, r > 0$. Then
\[
\left| (T_{0,t}) (\alpha, \beta) \right| \leq C \sum_{\gamma \leq \alpha, \beta} r^{(\alpha + \beta - 2\gamma)} \left((\alpha - \gamma)!((\beta - \gamma)!)\right)^{1/2} |t|^\gamma \left(\frac{\alpha}{\gamma}\right) \left(\frac{\beta}{\gamma}\right)
\]
\[
\leq C_r \sum_{\gamma \leq \alpha, \beta} r^{(\alpha + \beta)} (\alpha!\beta!)^{1/2} |t|^\gamma 2^{(\alpha + \beta)/2}
\]
\[
\leq C_r (2r)^{(\alpha + \beta)} (\alpha!\beta!)^{1/2} \sum_{|\gamma| \leq (\alpha + \beta)} |t|^\gamma
\]
\[
\leq C_r (2r(1 + |t|))^{(\alpha + \beta)} (\alpha!\beta!)^{1/2}, \quad t \in C, \quad \alpha, \beta \in \mathbb{N}^d,
\]
where $C_r > 0$ only depends on $C$ and $r$. This shows that $T_{0,t}$ is continuous on $\ell'_s(\mathbb{N}^{2d})$ and on $\ell'_{0,s}(\mathbb{N}^{2d})$. \(\square\)

We have now the following:

**Theorem 2.6.** Let $t \in C$, $s, s_0 \in \mathbb{R}$ be such that $s < \frac{1}{2}$ and $0 < s_0 \leq \frac{1}{2}$, and let $T_1$ be given by (2.4) when $a \in \tilde{A}'_{\gamma_1}(C^{2d})$. Then the following is true:

1. $T_1$ restricts to a homeomorphism from $\tilde{A}'_{0,1/2}(C^{2d})$ to $\tilde{A}'_{0,1/2}(C^{2d})$;
2. $T_1$ from $\tilde{A}_0(\mathbb{C}^{2d})$ to $\tilde{A}_0(\mathbb{C}^{2d})$ extends uniquely to homeomorphisms from $\tilde{A}'_{\gamma}(C^{2d})$ to $\tilde{A}'(C^{2d})$ and from $\tilde{A}'_{0,s_0}(C^{2d})$ to $\tilde{A}'_{0,s_0}(C^{2d})$.

**Proof.** By the commutative diagram (2.5) we have
\[
T_1a = (T_1 \circ T_{0,t} \circ T_1^{-1})a, \quad a \in \tilde{A}'_{\gamma_1}(C^{2d}),
\]
and letting $T_1a = (T_1 \circ T_{0,t} \circ T_1^{-1})a$ for general $a \in \tilde{A}'_{0}(C^{2d})$, the continuity assertions follow from Proposition 2.5.

It remains to prove the uniqueness. Let $a \in \tilde{A}'_0(\mathbb{C}^{2d})$, $b \in \tilde{A}_0(\mathbb{C}^{2d})$, with the corresponding expansion coefficients $c_a(\alpha, \beta)$ and $c_b(\alpha, \beta)$, respectively, and let $c_{T_1a}(\alpha, \beta)$ be the coefficients of $T_1a \in \tilde{A}'_0(\mathbb{C}^{2d})$, $\alpha, \beta \in \mathbb{N}^d$. Then
\[
(a, b)_{A^2} = \sum_{|\alpha + \beta| \leq N} c_a(\alpha, \beta) \overline{c_b(\alpha, \beta)},
\]
for some $N \in \mathbb{N}$ depending on $b$. Now choose a sequence $a_j \in \tilde{A}_0(\mathbb{C}^{2d})$ such that
\[
(2.10) \quad \lim_{j \to \infty} (a_j, b)_{A^2} = (a, b)_{A^2}, \quad \text{for every } b \in \tilde{A}_0(\mathbb{C}^{2d}).
\]
If $c_{a_j}(\alpha, \beta)$ denote the coefficients in the expansion of $a_j$, $j \in \mathbb{N}$, then it follows from (2.10) that
\[
(2.11) \quad \lim_{j \to \infty} c_{a_j}(\alpha, \beta) = c_a(\alpha, \beta), \quad \text{for every } \alpha, \beta \in \mathbb{N}^d
\]
by taking $b(z, w) = e_\alpha(z)e_\beta(w)$. The uniqueness follows if we prove that
\[
(2.12) \quad \lim_{j \to \infty} ((T_ja_j), b)_{A^2} = ((Ta), b)_{A^2}, \quad \text{for every } b \in \tilde{A}_0(\mathbb{C}^{2d}).
\]

Let the coefficients of $T_ja_j$ be denoted by $c_{T_ja_j}(\alpha, \beta)$, $\alpha, \beta \in \mathbb{N}^d$. By (2.9) and (2.11) we get $c_{T_ja_j}(\alpha, \beta) \to c_{Ta}(\alpha, \beta)$ as $j \to \infty$, for every $(\alpha, \beta) \in \mathbb{N}^{2d}$, and (2.12) follows since
\[
((T_ja_j), b)_{A^2} = \sum_{|\alpha + \beta| \leq N} c_{T_ja_j}(\alpha, \beta) \overline{c_b(\alpha, \beta)},
\]
and
\[(T_1 a, b)_{\mathcal{A}^2} = \sum_{|\alpha + \beta| \leq N} c_{t, \alpha}(\alpha, \beta)c_{\beta}(\alpha, \beta), \quad b \in \mathcal{A}_0(\mathbb{C}^{2d}),\]
where $N$ depends on $b$ only.

The following two theorems now follows by combining Propositions 2.2 and 2.3 with Theorem 2.6. The details are left for the reader.

**Theorem 2.7.** Let $s \in \mathbb{R}_+$ be such that $s < \frac{1}{2}$ and let $T$ be a linear and continuous map from $\mathcal{A}_s(\mathbb{C}^d)$ to $\mathcal{A}_s'(\mathbb{C}^d)$. Then there is a unique $a \in \mathcal{A}'_s(\mathbb{C}^d \times \mathbb{C}^d)$ such that $T = \text{Op}_a(a)$. The same holds true if $s < \frac{1}{2}$, $\mathcal{A}_s$, $\mathcal{A}_s'$ and $\mathcal{A}'_s$ are replaced by $s \leq \frac{1}{2}$, $\mathcal{A}_{0,s}$, $\mathcal{A}'_{0,s}$ and $\mathcal{A}'_{0,s}$, respectively, at each occurrence.

**Theorem 2.8.** Let $a \in \mathcal{A}'_s(\mathbb{C}^d \times \mathbb{C}^d)$ and $s \in \mathbb{R}_+$ be such that $s < \frac{1}{2}$. If $a \in \mathcal{A}_s(\mathbb{C}^d \times \mathbb{C}^d)$ then $\text{Op}_a(a)$ extends uniquely to a linear and continuous map from $\mathcal{A}_s(\mathbb{C}^d)$ to $\mathcal{A}_s'(\mathbb{C}^d)$. The same holds true if $s < \frac{1}{2}$, $\mathcal{A}_s$, $\mathcal{A}_s'$ and $\mathcal{A}'_s$ are replaced by $s \leq \frac{1}{2}$, $\mathcal{A}_{0,s}$, $\mathcal{A}'_{0,s}$ and $\mathcal{A}'_{0,s}$, respectively, at each occurrence.

The analogous results to Theorems 2.7 and 2.8 for larger $s$ are equivalent to kernel theorems for Fourier invariant Gelfand–Shilov spaces.

**Theorem 2.9.** Let $s \geq \frac{1}{2}$ ($s > \frac{1}{2}$). Then the following is true:

1. If $T$ is a linear and continuous map from $\mathcal{A}_s'(\mathbb{C}^d)$ to $\mathcal{A}_s(\mathbb{C}^d)$ (from $\mathcal{A}_{0,s}(\mathbb{C}^d)$ to $\mathcal{A}_{0,s}(\mathbb{C}^d)$), then there is a unique $a \in \hat{A}(\mathbb{C}^d \times \mathbb{C}^d)$ such that

\[
|a(z, w)| \leq e^{\frac{1}{2}|z-w|^2 - r(|z|^{\frac{1}{2}} + |w|^{\frac{1}{2}})}, \quad z, w \in \mathbb{C}^d,
\]

for some (for every) $r > 0$ and $T = \text{Op}_a(a)$;

2. If $T$ is a linear and continuous map from $\mathcal{A}_s(\mathbb{C}^d)$ to $\mathcal{A}_s'(\mathbb{C}^d)$ (from $\mathcal{A}_{0,s}(\mathbb{C}^d)$ to $\mathcal{A}_{0,s}(\mathbb{C}^d)$), then there is a unique $a \in \hat{A}(\mathbb{C}^d \times \mathbb{C}^d)$ such that

\[
|a(z, w)| \leq e^{\frac{1}{2}|z-w|^2 + r(|z|^{\frac{1}{2}} + |w|^{\frac{1}{2}})}, \quad z, w \in \mathbb{C}^d,
\]

for every (for some) $r > 0$ and $T = \text{Op}_a(a)$.

**Theorem 2.10.** Let $s \geq \frac{1}{2}$ ($s > \frac{1}{2}$). Then the following is true:

1. If $a \in \hat{A}(\mathbb{C}^d \times \mathbb{C}^d)$ satisfies (2.13) for some (for every) $r > 0$, then $\text{Op}_a(a)$ from $\mathcal{A}_0(\mathbb{C}^d)$ to $\mathcal{A}_0'(\mathbb{C}^d)$ is uniquely extendable to a linear and continuous map from $\mathcal{A}_s(\mathbb{C}^d)$ to $\mathcal{A}_s'(\mathbb{C}^d)$ (from $\mathcal{A}_{0,s}(\mathbb{C}^d)$ to $\mathcal{A}_{0,s}(\mathbb{C}^d)$);

2. If $a \in \hat{A}(\mathbb{C}^d \times \mathbb{C}^d)$ satisfies (2.14) for every (for some) $r > 0$, then $\text{Op}_a(a)$ from $\mathcal{A}_0(\mathbb{C}^d)$ to $\mathcal{A}_0'(\mathbb{C}^d)$ is uniquely extendable to a linear and continuous map from $\mathcal{A}_s(\mathbb{C}^d)$ to $\mathcal{A}_s'(\mathbb{C}^d)$ (from $\mathcal{A}_{0,s}(\mathbb{C}^d)$ to $\mathcal{A}_{0,s}(\mathbb{C}^d)$).

Proof. We only prove the results for mappings between $\mathcal{A}_s$ and $\mathcal{A}'_s$ spaces. The case when $\mathcal{A}_{0,s}$ and $\mathcal{A}'_{0,s}$ spaces are involved follows by similar arguments and is left for the reader.

If $T$ is the same as in (2.2) for some $K \in \hat{A}(\mathbb{C}^d \times \mathbb{C}^d)$, then $T = \text{Op}_a(a)$ when $a(z, w) = e^{-\langle z, w \rangle}K(z, w)$, $(z, w) \in \mathbb{C}^d \times \mathbb{C}^d$. Since

\[
|e^{-\langle z, w \rangle}|e^{\frac{1}{2}(|z|^2 + |w|^2)} = e^{\frac{1}{2}|z-w|^2}, \quad z, w \in \mathbb{C}^d,
\]
Theorem 1.9 gives
\[ K \in \mathcal{A}_s(\mathbb{C}^d \times \mathbb{C}^d) \iff |K(z, w)| \leq e^{\frac{1}{r}(\|z\|^2 + \|w\|^2 - r(\|z\|^\frac{q}{2} + \|w\|^\frac{q}{2}))} \]
\[ \iff |a(z, w)| \leq e^{\frac{1}{r}(\|z-w\|^2 - r(\|z\|^\frac{q}{2} + \|w\|^\frac{q}{2}))}, \quad z, w \in \mathbb{C}^d. \]
for some \( r > 0 \). In the same way,
\[ K \in \mathcal{A}_s'(\mathbb{C}^d \times \mathbb{C}^d) \iff |a(z, w)| \leq e^{\frac{1}{r}(\|z-w\|^2 + r(\|z\|^\frac{q}{2} + \|w\|^\frac{q}{2}))}, \quad z, w \in \mathbb{C}^d, \]
for every \( r > 0 \). The results now follows from these relations and Propositions 2.2 and 2.3.

**Remark 2.11.** For strict subspaces of \( \mathcal{A}'_{0,1/2}(\mathbb{C}^d) \) in Definition 1.7, the estimates imposed on their elements are given by (1.23) or by (1.24) for suitable assumptions on \( r > 0 \). It is evident that in all such cases, these conditions are violated under the action of \( T_1 \) in Theorem 2.6 when \( t \neq 0 \). Hence, Theorem 2.6 cannot be extended to other spaces in Definition 1.7.

In particular, the conditions (2.13) and (2.14) in Theorems 2.9 and 2.10 cannot be replaced by the convenient condition that \( a \) should belong to e.g.
\[ (2.15) \quad \mathcal{A}_{0,s}(\mathbb{C}^d \times \mathbb{C}^d), \quad \mathcal{A}_s(\mathbb{C}^d \times \mathbb{C}^d), \quad \mathcal{A}_{s_1}(\mathbb{C}^d \times \mathbb{C}^d) \quad \text{or} \quad \mathcal{A}_{0,s_2}(\mathbb{C}^d \times \mathbb{C}^d) \]
when \( s \in \mathbb{R}, s_1 \geq \frac{1}{2} \) and \( s_2 > \frac{1}{2} \). On the other hand, the conditions on \( a \) in Theorems 2.9 and 2.10 mean exactly that \( (z, w) \mapsto e^{(z, w)}a(z, w) \) belongs to the spaces in (2.15), depending on the choice between (2.13) and (2.14), and the condition on \( r \).

**Remark 2.12.** Let \( s \in \mathbb{R} \) be such that \( s \leq \frac{1}{2} \). By similar arguments as in the proofs of Theorems 2.9 and 2.10, one may also characterize linear and continuous operators from \( \mathcal{A}'_s(\mathbb{C}^d) \) to \( \mathcal{A}_s(\mathbb{C}^d) \), and from \( \mathcal{A}'_{0,s}(\mathbb{C}^d) \) to \( \mathcal{A}_{0,s}(\mathbb{C}^d) \) as operators of the form \( \text{Op}_0(a) \) for suitable conditions on \( a \). The details are left for the reader.

### 3. Operators with kernels and symbols in mixed weighted Lebesgue spaces

In this section we focus on operators in the previous section, whose kernels should belong to \( \tilde{\mathcal{A}}(\mathbb{C}^d \times \mathbb{C}^d) \) and obey certain mixed norm estimates of Lebesgue types. We deduce continuity properties of such operators when acting between suitable Lebesgue spaces of analytic functions. (See Theorems 3.3–3.5.) Thereafter we show that our results can be used to regain well-known and sharp continuity results in [27] for pseudo-differential operators with symbols in modulation spaces when acting on other modulation spaces. (See Theorems 3.8 and 3.9.) A key step here is to deduce an explicit formula which relates the short-time Fourier transform of the symbol to a real pseudo-differential operator \( \text{Op}(a) \) with the Bargmann transform of the kernel to \( \text{Op}(a) \). (See Lemma 3.7.)

We shall consider Lebesgue norm conditions of matrix pull-backs of the involved kernels. Let
\[ C_{jk} \in \mathbf{M}(d, \mathbb{R}), \quad C_{jk} = \begin{pmatrix} C_{j,k}^{11} & C_{j,k}^{12} \\ C_{j,k}^{21} & C_{j,k}^{22} \end{pmatrix} \in \mathbf{M}(2d, \mathbb{R}), \]
\[ C = \begin{pmatrix} C_{11} & C_{12} \\ C_{21} & C_{22} \end{pmatrix} \in \mathbf{M}(4d, \mathbb{R}), \quad j, k, l \in \mathbb{Z}_+. \]
and let
\[ U_d(x + i \xi) = (x, \xi) \in \mathbb{R}^{2d}, \]
\[ U_{d,d}(x_1 + i \xi_1, x_2 + i \xi_2) = (x_1, \xi_1, x_2, \xi_2) \in \mathbb{R}^{4d}, \]
(3.2)
\[ K_\omega(z, w) = e^{-\frac{1}{2}(|z|^2 + |w|^2)}K(z, w) \cdot \omega(\sqrt{2}z, \sqrt{2}w), \]
\[ G_{K,C,\omega} = K_\omega \circ U_{d,d}^{-1} \circ C \circ U_{d,d}, \]
\[ x, x_j, \xi, \xi_j \in \mathbb{R}^d, \quad z, w \in \mathbb{C}^d, \quad j = 1, 2. \]

We will consider continuity of operators from \( A_{E,\omega_1}^{p_1}(\mathbb{C}^d) \) to \( A_{E,\omega_2}^{p_2}(\mathbb{C}^d) \), when \( G_{K,C,\omega} \) fullfills suitable \( L^{p,q}(\mathbb{C}^{2d}) \) estimates, where the weights fulfill
(3.3)
\[ \frac{\omega_2(z)}{\omega_1(w)} \leq \omega(z, w), \quad z, w \in \mathbb{C}^d. \]

Here and in what follows we let \( L^{p,q}(\mathbb{C}^d) \) and \( L^{p,q}_\ast(\mathbb{C}^{2d}) \) be the sets of all \( G \in L^1_{\text{loc}}(\mathbb{C}^{2d}) \) such that
\[ \|G\|_{L^{p,q}(\mathbb{C}^{2d})} = \|G \circ U_{d,d}\|_{L^{p,q}(\mathbb{R}^{4d})} \quad \text{and} \quad \|G\|_{L^{p,q}_\ast(\mathbb{C}^{2d})} = \|G \circ U_{d,d}\|_{L^{p,q}_\ast(\mathbb{R}^{4d})}, \]
respectively, are finite. (See also Remark 1.16.)

The involved Lebesgue exponents should satisfy
(3.4)
\[ \frac{1}{p_1} - \frac{1}{p} = 1 - \frac{1}{p} - \frac{1}{q}, \quad q \leq p_2 \leq p, \quad p, q \in [1, \infty], \quad p_1, p_2 \in [1, \infty][2d]. \]

We need that \( C \) and \( C_{jk} \) above should satisfy
(3.5)
\[ \det(C) \det(C_{11}C_{21}) \neq 0 \]
or
(3.6)
\[ \det(C) \det(C_{12}C_{22}) \neq 0. \]

In (3.4) and in what follows we use the convention
\[ \frac{1}{p} = \left( \frac{1}{p_1}, \ldots, \frac{1}{p_d} \right), \quad p_0 \leq p, \quad p \leq p, \quad q_0 < q, \quad q < q \quad \text{and} \quad r = r, \]
when
\[ p = (p_1, \ldots, p_d), \quad q = (q_1, \ldots, q_d), \quad r = (r_1, \ldots, r_d) \]
belong to \([1, \infty]^d \) and \( p, q, r, p_0, q_0, r_0 \in [1, \infty] \) satisfy
\[ p_0 \leq p_k, \quad p_k \leq p, \quad q_0 < q_k, \quad q_k < q \quad \text{and} \quad r_k = r, \quad k \in \{1, \ldots, d\}. \]

**Remark 3.1.** We notice that (3.1)–(3.6) implies that \( C \) is invertible and that at least one of the following conditions hold true:

(1) both \( C_{11} \) and \( C_{21} \) are invertible;
(2) both \( C_{12} \) and \( C_{22} \) are invertible.

If (1) holds, then
\[ \det \begin{pmatrix} C_{11} & C_{12} \\ C_{21} & C_{22} \end{pmatrix} = \det \begin{pmatrix} I_{2d} & C_{11}^{-1}C_{12} \\ I_{2d} & C_{21}^{-1}C_{22} \end{pmatrix} = \det \begin{pmatrix} I_{2d} & C_{11}^{-1}C_{12} \\ 0 & C_{21}^{-1}C_{22} - C_{11}^{-1}C_{12} \end{pmatrix} = \det(C_{21}^{-1}C_{22} - C_{11}^{-1}C_{12}). \]
Here recall that \( I = I_d \) is the \( d \times d \) identity matrix. From these computations it follows that

\[
\begin{align*}
C_{11}^{-1}C_{12} - C_{21}^{-1}C_{22}, & \quad C_{11}^{-1}C_{12} - C_{22}C_{21}^{-1}, \\
C_{12}C_{11}^{-1} - C_{21}^{-1}C_{22}, & \quad C_{12}C_{11}^{-1} - C_{22}C_{21}^{-1}
\end{align*}
\]

are invertible when (1) holds, and

\[
\begin{align*}
C_{12}^{-1}C_{11} - C_{22}^{-1}C_{21}, & \quad C_{12}^{-1}C_{11} - C_{22}C_{21}^{-1}, \\
C_{11}^{-1}C_{12} - C_{22}^{-1}C_{21}, & \quad C_{11}^{-1}C_{12} - C_{22}C_{21}^{-1}
\end{align*}
\]

are invertible when (2) holds.

**Remark 3.2.** Let \( C_0 \in M(d, C) \) and let \( U_d \) be the same as in (3.2). Then the matrix \( U_d \circ C_0 \circ U_d^{-1} \) which corresponds to \( C_0 \) is given by

\[
(3.7) \quad \begin{pmatrix} \text{Re}(C_0) & -\text{Im}(C_0) \\ \text{Im}(C_0) & \text{Re}(C_0) \end{pmatrix}.
\]

Obviously, the map which takes \( C_0 \in M(d, C) \) into the matrix (3.7) in \( M(2d, \mathbb{R}) \) is injective, but not bijective. In this way we identify \( M(d, C) \) with the set of all matrices in \( M(2d, \mathbb{R}) \) which are given by (3.7) for some \( C_0 \in M(d, C) \).

If \( C_{jk} \in M(2d, \mathbb{R}) \) and \( T_{jk} = U_d^{-1} \circ C_{jk} \circ U_d \), then \( G_{K;C,\omega} \) in (3.2) is given by

\[
G_{K;C,\omega}(z, w) = K_{\omega}(T_{11}(z) + T_{12}(w), T_{21}(z) + T_{22}(w)), \quad z, w \in C^d.
\]

If more restricted, \( C_{jk} \) can be identified as matrices in \( M(d, C) \) as above, for \( j, k \in \{1, 2\} \), then \( G_{K;C,\omega} \) in (3.2) is given by

\[
G_{K;C,\omega}(z, w) = K_{\omega}(C_{11}z + C_{12}w, C_{21}z + C_{22}w), \quad z, w \in C^d,
\]

for such choices of \( C \).

**Theorem 3.3.** Let \( E \) be an ordered basis for \( \mathbb{R}^{2d} \), \( \omega_1 \) and \( \omega_2 \) be weights on \( \mathbb{C}^d \), \( \omega \) be a weight on \( \mathbb{C}^d \times \mathbb{C}^d \) such that (3.3) holds, and let \( p_1, p_2, p \) and \( q \) be as in (3.4). Also let \( C \in M(4d, \mathbb{R}) \) be such that (3.1) holds, \( K \in \tilde{A}(\mathbb{C}^d \times \mathbb{C}^d) \), and let \( G_{K;C,\omega} \) be as in (3.2). Then the following is true:

1. if (3.5) holds and \( G_{K;C,\omega}(z, w) \in \mathcal{L}^{p,q}(\mathbb{C}^{2d}) \), then \( T_K \) in (2.1) from \( A_{p_1}(\mathbb{C}^d) \) to \( A(\mathbb{C}^d) \) is uniquely extendable to a continuous mapping from \( A_{p_1}(\mathbb{C}^d) \) to \( A_{p_2}(\mathbb{C}^d) \), and

\[
(3.8) \quad \|T_KF\|_{A_{p_2}(\mathbb{C}^d)} \lesssim \|G_{K;C,\omega}\|_{\mathcal{L}^{p,q}}\|F\|_{A_{p_1}(\mathbb{C}^d)}, \quad F \in A_{p_1}(\mathbb{C}^d);
\]

2. if (3.6) holds and \( G_{K;C,\omega} \in \mathcal{L}_q^p(\mathbb{C}^{2d}) \), then \( T_K \) in (2.1) from \( A_{p_1}(\mathbb{C}^d) \) to \( A(\mathbb{C}^d) \) is uniquely extendable to a continuous mapping from \( A_{p_1}(\mathbb{C}^d) \) to \( A_{p_2}(\mathbb{C}^d) \), and

\[
(3.9) \quad \|T_KF\|_{A_{p_2}(\mathbb{C}^d)} \lesssim \|G_{K;C,\omega}\|_{\mathcal{L}_q^p}\|F\|_{A_{p_1}(\mathbb{C}^d)}, \quad F \in A_{p_1}(\mathbb{C}^d).
\]

**Proof.** We only prove (1). The assertion (2) follows by similar arguments and is left for the reader. Let

\[
G_{K;C,\omega,p}(w) = \|G_{K;C,\omega}(\cdot, w)\|_{\mathcal{L}^p(\mathbb{C}^d)}, \quad w \in \mathbb{C}^d.
\]
Then $\|G_{K,C,\omega}\|_{L^p,q(C^d)} \approx \|G_{K,P,\omega}\|_{L^q(C^d)}$. Also let $K_\omega$ be as in (3.2), $F \in A_{E,(\omega_1)}^p(C^d)$ and $H \in B_{E,(\omega_2)}^2(C^d)$, and set

$$F_{\omega_1}(w) = |F(w)|e^{-|w|^2/\omega_1}(\sqrt{2\pi}), \quad w \in C^d$$

and

$$H_{\omega_2}(z) = |H(z)|e^{-|z|^2/\omega_2}(\sqrt{2\pi}), \quad z \in C^d.$$

By Hölder’s inequality we get

$$|(TF,H)_{B^2}| \leq \int_{C^d} |T(z)H(z)e^{-|z|^2}d\lambda(z)| \leq \int_{C^d} K_\omega(z,w)F_{\omega_1}(w)H_{\omega_2}(z)d\lambda(z)d\lambda(w)$$

$$= \int_{C^d} G_{K,C,\omega}(z,w)\Phi(z,w)d\lambda(z)d\lambda(w) \lesssim \|G_{K,C,\omega}\|_{L^p,q}\|\Phi\|_{L^{p',q'}},$$

where

$$\Phi(x + i\xi, y + i\eta) = F_{\omega_1}(U_d^{-1}(C_1(x,\xi) + C_22(y,\eta)))H_{\omega_2}(U_d^{-1}(C_1(x,\xi) + C_12(y,\eta))), \quad x, y, \xi, \eta \in \mathbb{R}^d.$$

Here we identify $(x,\xi) \in \mathbb{R}^d$ by corresponding $2d \times 1$-matrix $(\xi^T)$, as usual.

We need to estimate $\|\Phi\|_{L^{p',q'}}$, and start with reformulating $\|\Phi(\cdot, w)\|_{L^{p'}}$. For $\|\Phi(\cdot, w)\|_{L^{p'}}$ we take

$$(x,\xi) \mapsto C_21((x,\xi) + C_2^{-1}C_22(y,\eta))$$

as new variables of integration, and get

$$\|\Phi(\cdot, w)\|_{L^{p'}} = \|F_{\omega_1} \cdot H_{\omega_2}(U_d^{-1}(B_1(\cdot - B_2(y,\eta))))\|_{L^{p'}}, \quad w = y + i\eta,$$

where $B_1$ and $B_2$ are the matrices

$$B_1 = C_1C_2^{-1} \in \mathbb{M}(2d, \mathbb{R}) \quad \text{and} \quad B_2 = C_21C_2^{-1}C_2 - C_22 \in \mathbb{M}(2d, \mathbb{R}),$$

which are invertible due to Remark 3.1 and the assumptions. Hence, for $F_{\omega_1}^0 = F_{\omega_1}(U_d^{-1} \cdot )$ and $H_{\omega_2}^0 = H_{\omega_2} \circ U_d^{-1} \circ (\cdot - B_1)$ we have

$$(3.10) \quad \|\Phi(\cdot, w)\|_{L^{p'}} \approx \left(\left|F_{\omega_1}^0|p'| \ast |H_{\omega_2}^0|p'|\right|(B_2(y,\eta))\right)^{rac{1}{p'}} \quad \text{if } w = y + i\eta.$$

If $r_1 = p_1/p'$ and $r_2 = p_2'/p'$, then it follows from (3.4) that

$$\frac{1}{r_1} + \frac{1}{r_2} = 1 + \frac{p'}{q'}, \quad \text{and} \quad r_1, r_2, \frac{q'}{p'} \geq 1.$$

Hence, by (3.10), $q'/p' \geq 1$, the fact that $B_2$ is invertible, and Hölder’s and Young’s inequalities we obtain

$$\|\Phi\|_{L^{p',q'}} \lesssim \left(\left|F_{\omega_1}^0|p'| \ast |H_{\omega_2}^0|p'|\right|(B_2 \cdot )\right)^{rac{1}{p'}} \quad \text{if } w = y + i\eta.$$

and the right-hand side of (3.8) follows by taking the supremum over all such $H$ with $\|H\|_{B_{E,(\omega_2)}^2} \leq 1$. 


The existence of extension now follows from Hahn–Banach’s theorem. By these estimates it also follows that

\[(z, w) \mapsto K_\omega(z, w)F_{\omega_1}(w)\overline{H_{\omega_2}(z)}\]

belongs to \(L^1(\mathbb{C}^d \times \mathbb{C}^d)\), and the uniqueness is a straight-forward application of Lebesgue’s theorem. □

For corresponding pseudo-differential operator with symbol \(a\), the kernel is given by \(K(z, w) = e^{i(z,w)}a(z, w)\). By straight-forward computations it follows that \(G_{K,C,\omega,p}\) takes the form

\[G_{K,C,\omega,p}(w) = \|a_\omega(\cdot, w)\|_{L^p(\mathbb{C}^d)}, \quad w \in \mathbb{C}^d,\]

denoted as \(K\) when \(C_{11} = C_{12} = C_{22} = I_{2d}\) and \(C_{21} = 0\), or \(C_{11} = C_{12} = C_{21} = I_{2d}\) and \(C_{22} = 0\), where

\[(3.11) \quad a_\omega(z, w) = e^{-\frac{1}{2}|z|^2}a(z + w, w)\omega(\sqrt{2}(\overline{z} + w), \sqrt{2}w)\]

or

\[(3.12) \quad a_\omega(z, w) = e^{-\frac{1}{2}|w|^2}a(z + w, z)\omega(\sqrt{2}(\overline{z} + w), \sqrt{2}z).\]

Hence, Theorem 3.3 gives the following.

**Theorem 3.4.** Let \(\omega_1\) and \(\omega_2\) be weights on \(\mathbb{C}^d\), \(\omega\) be a weight on \(\mathbb{C}^d \times \mathbb{C}^d\) such that \(3.3)\) holds, \(p_1, p_2, p\) and \(q\) be as in \(3.4\). Also let \(a \in \tilde{A}(\mathbb{C}^d \times \mathbb{C}^d)\) and let \(a_\omega\) be given by \(3.11)\) or by \(3.12)\) for \(z, w \in \mathbb{C}^d\). If \(a_\omega \in L^{p,q}(\mathbb{C}^{2d})\), then the operator \(Op_\beta(a)\) in \(2.4)\) from \(A_{\beta_1}(\mathbb{C}^d)\) to \(A(\mathbb{C}^d)\) is uniquely extendable to a continuous mapping from \(A_{\beta_1}(\mathbb{C}^d)\) to \(A_{\beta_2}(\mathbb{C}^d)\).

We also have the following result related to Theorem 3.3. Here the matrix \(C\) is given by \(3.1)\) with

\[(3.13) \quad C_{11} = C_{21} = I_{2d}, \quad C_{12} = \begin{pmatrix} 0 & 0 \\ 0 & I_d \end{pmatrix}, \quad C_{22} = \begin{pmatrix} I_d & 0 \\ 0 & 0 \end{pmatrix}\]

which obviously satisfies \(3.5)\). Also again recall Remark 1.16 for notations.

**Theorem 3.5.** Let \(C\) be given by \(3.1)\) with \(C_{jk}\) given by \(3.13)\), \(\omega_1\) and \(\omega_2\) be weights on \(\mathbb{C}^d\), \(\omega\) be a weight on \(\mathbb{C}^d \times \mathbb{C}^d\) such that \(3.3)\) holds, and let \(p, q \in [1, \infty]\). Also let \(K \in \tilde{A}(\mathbb{C}^d \times \mathbb{C}^d)\) and \(G_{K,C,\omega}\) be as in \(3.2)\). If \(G_{K,C,\omega} \in L^{p,q}_*(\mathbb{C}^{2d})\), then \(T_K\) in \(2.1)\) from \(A_{\beta_1}(\mathbb{C}^d)\) to \(A(\mathbb{C}^d)\) is uniquely extendable to a continuous mapping from \(A_{\beta_1}(\mathbb{C}^d)\) to \(A_{\beta_2}(\mathbb{C}^d)\), and

\[(3.14) \quad \|T_K F\|_{A_{\beta_2}(\mathbb{C}^d)} \leq \|G_{K,C,\omega}\|_{L^{p,q}_*} \|F\|_{A_{\beta_1}(\mathbb{C}^d)}, \quad F \in A_{\beta_1}(\mathbb{C}^d).\]

**Proof.** Let \(F_{\omega_1}, F_{\omega_2}^0, H_{\omega_2}\) and \(H_{\omega_2}^0\) be the same as in the proof of Theorem 3.3, and let \(K_\omega\) be as in \(3.2)\). Then

\[|\langle T_K F, H \rangle_{L^2} | \leq \iint K(x, \xi; y, \eta) F_{\omega_1}^0(y, \eta) H_{\omega_2}^0(x, \xi) \, dx \, d\xi \, dy \, d\eta \]

\[= \iint G_{K,C,\omega}(x, \xi; y, \eta) F_{\omega_1}^0(x + y, \xi) H_{\omega_2}^0(x, \xi + \eta) \, dx \, d\xi \, dy \, d\eta \]

\[\leq \|G_{K,C,\omega}\|_{L^{p,q}_*} \|\Phi_0\|_{L^{p'}}.\]
where
\[ \Phi_0(x, \xi) = \left( \int \left| F_{\omega_1}^0(x + y, \xi) H_{\omega_2}^0(x, \xi + \eta) \right|^q \, dy \, d\eta \right)^{\frac{1}{q}} \]
\[ = \| F_{\omega_1}^0(\cdot, \xi) \|_{L^q'} \| H_{\omega_2}^0(x, \cdot) \|_{L^q'}, \quad x, \xi \in \mathbb{R}^d. \]
Hence,
\[ \| \Phi_0 \|_{L^q'} = \| F_{\omega_1} \|_{L^{q,\prime}} \| H_{\omega_2} \|_{L^{q',\prime}}. \]
The continuity assertion now follows from these estimates, an application of Hahn–Banach’s theorem and Lebesgue’s theorem (cf. the end of the proof of Theorem 3.3).

**Remark 3.6.** In Theorem 3.5, the matrix \( C \) is chosen only as (3.1) and (3.13), while Theorem 3.3 is valid for a whole family of matrices with the only restriction (3.5) or (3.6). On the other hand, by similar arguments, it follows that the conclusions in Theorem 3.5 are still true when, more generally, \( C \in M(4d, \mathbb{R}) \) is of the form
\[
\begin{pmatrix}
\pm I_d & 0 & \pm I_d & 0 \\
0 & \pm I_d & 0 & 0 \\
\pm I_d & 0 & 0 & 0 \\
0 & \pm I_d & 0 & \pm I_d
\end{pmatrix}
\]
or
\[
\begin{pmatrix}
\pm I_d & 0 & 0 & 0 \\
0 & \pm I_d & 0 & \pm I_d \\
0 & \pm I_d & 0 & \pm I_d \\
0 & 0 & \pm I_d & 0
\end{pmatrix}
\]
for any choice of \( \pm \) at each place, provided the mixed Lebesgue conditions on \( G_{K,C,\omega} \) are slightly modified.

In order to apply Theorem 3.3 to real pseudo-differential operators we have the following.

**Lemma 3.7.** Let \( \phi(x, \xi) = \Phi^\frac{1}{2} e^{i(x, \xi)} \Phi^\frac{1}{2} (|x|^2 + |\xi|^2) \), \( x, \xi \in \mathbb{R}^d \), \( a \in \mathcal{H}_a^1(\mathbb{R}^{2d}) \) and let \( K_a \) be the kernel of \( \text{Op}(a) \).

Then \( e^{\frac{1}{2}(|x|^2 + |w|^2)} \mathcal{H}_{\Theta,d} K_a(z, w) \)
\[ = (2\pi)^\frac{d}{2} e^{-i(\langle x, \xi - 2y \rangle + \langle y, \eta \rangle)} \mathcal{H}_{\Theta,d} K_a(\sqrt{2} x, -\sqrt{2} \eta, \sqrt{2}(\eta - \xi), \sqrt{2}(y - x)) \]
when \( z = x + i\xi \in \mathbb{C}^d \) and \( w = y + i\eta \in \mathbb{C}^d \).

**Proof.** Let \( \phi_0(x, \xi) = \Phi^\frac{1}{2} e^{i(x, \xi)} \Phi^\frac{1}{2} (|x|^2 + |\xi|^2) = e^{-i(x, \xi)} \phi_0(x, \xi) \). By formal computations and Fourier’s inversion formula we get
\[ (2\pi)^d e^{\frac{1}{2}i(x, \xi)(y - \xi)} e^{-\frac{1}{2}(|x|^2 + |w|^2)} \mathcal{H}_{\Theta,d} K_a(z/\sqrt{2}, w/\sqrt{2}) \]
\[ = \int \int \int a(x_1, \xi_1) e^{i(x_1 - y_1, \xi_1)} \phi_0(x_1 - x, y_1 - y) e^{-i(y_1, \eta_1 - \langle x_1, \xi_1 \rangle)} \, dx_1 \, dy_1 \, d\xi_1 \]
\[ = (2\pi)^\frac{d}{2} e^{-i(y, \eta)} \int \int \int a(x_1, \xi_1) \phi_0(x_1, x, \xi_1 + \eta) e^{i(x_1, \xi_1)} e^{-i(y, \xi_1) - \langle x_1, \xi_1 \rangle} \, dx_1 \, d\xi_1 \]
\[ = (2\pi)^\frac{d}{2} e^{i(x, \eta)} \int \int \int a(x_1, \xi_1) \phi(x_1 - x, \xi_1 + \eta) e^{-i(x_1, \eta - \xi) + \langle y - x, \xi \rangle} \, dx_1 \, d\xi_1 \]
\[ = (2\pi)^\frac{3d}{2} e^{i(x, \eta)} \mathcal{H}_{\Theta,d} K_a(x, -\eta, \eta - \xi, y - x). \]
We can now use the previous lemma and theorems to obtain mapping properties for pseudo-differential operators with symbols in modulation spaces. For example, we may combine Lemma 3.7 and Theorem 3.3 to deduce the following result, which is the same as [28, Theorem 2.2]. Hence our kernel results on the Bargmann transform side can be used to regain classical mapping properties pseudo-differential operators when acting on modulation spaces.

**Theorem 3.8.** Let $E$ be an ordered basis of $\mathbb{R}^{2d}$, $A \in \mathcal{M}(\mathbb{R}, d)$, $p, q \in [1, \infty]$ and $p_1, p_2 \in [1, \infty]^{2d}$ be as in (3.4), $\omega_0 \in \mathcal{D}^p_{\mathbb{R}(\mathbb{R}^{4d})}$ and $\omega_1, \omega_2 \in \mathcal{D}^p_{\mathbb{R}(\mathbb{R}^{4d})}$ be such that

\[
\frac{\omega_2(x - Ay, \xi + (I - A^*)\eta)}{\omega_1(x + (I - A)y, \xi - A^*\eta)} \leq \omega_0(x, \xi, \eta, y), \quad x, y, \xi, \eta \in \mathbb{R}^d,
\]

and let $a \in M_{\omega_0}^{p,q}(\mathbb{R}^{2d})$. Then $\text{Op}_A(a)$ from $\Sigma_1(\mathbb{R}^d)$ to $\Sigma_1(\mathbb{R}^d)$ extends uniquely to a continuous operator from $M_{E,\omega_1}^{p_1}(\mathbb{R}^d)$ to $M_{E,\omega_2}^{p_2}(\mathbb{R}^d)$, and

\[
\|\text{Op}_A(a)\|_{M_{E,\omega_1}^{p_1}(\mathbb{R}^d) \to M_{E,\omega_2}^{p_2}(\mathbb{R}^d)} \leq \|a\|_{M_{\omega_0}^{p,q}}.
\]

**Proof.** By (1.40) and Proposition 1.19 we may assume that $A = 0$. Let

\[
C_{11} = C_{21} = C_{22} = I_{2d}, \quad C_{12} = 0
\]

and let $\omega$ be given by

\[
\omega(x, \xi, y, \eta) = \omega_0(x, -\eta, \xi + y - x), \quad x, y, \xi, \eta \in \mathbb{R}^d,
\]

which we identify with

\[
\omega(z, w), \quad z = x + i\xi \in \mathbb{C}^d, w = y + i\eta \in \mathbb{C}^d.
\]

Then it follows by straightforward computations that (3.15) is the same as (3.3). Furthermore, let $K_0 = \Sigma_{\mathbb{R}_d} K_a$, where $K_a$ is the kernel of the operator $\text{Op}(a)$. Then it follows from Lemma 3.7 and straightforward computations that if

\[
H_{a,\omega_0}(x, \xi, \eta, y) = |V_\omega a(x, \xi, \eta, y)| \cdot \omega_0(x, \xi, \eta, y), \quad x, y, \xi, \eta \in \mathbb{R}^d,
\]

then

\[
H_{a,\omega_0}(\sqrt{2}x, -\sqrt{2}(\xi + \eta), \sqrt{2} \eta, \sqrt{2}y) = G_{K_0,\omega}(z, w),
\]

\[
z = x + i\xi \in \mathbb{C}^d, \quad w = y + i\eta \in \mathbb{C}^d.
\]

By first applying the $L^p$-norm on (3.16) with respect to $x$ and $\xi$, and thereafter applying the $L^q$-norm with respect to $y$ and $\eta$, we get

\[
\|G_{K_0,\omega}\|_{L^p(\mathbb{C}^d)} \approx \|H_{a,\omega_0}\|_{L^q(\mathbb{R}^{4d})} \approx \|a\|_{M_{\omega_0}^{p,q}} < \infty.
\]

Hence, the assumptions in Theorem 3.3 are fulfilled, and we conclude that the operator $T_{K_0}$ with kernel $K_0$ is continuous from $A_{E,\omega_1}^{p_1}(\mathbb{C}^d)$ to $A_{E,\omega_2}^{p_2}(\mathbb{C}^d)$. The asserted continuity for $\text{Op}(a)$ is now a consequence of the commutative diagram

\[
\begin{array}{ccc}
M_{E,\omega_1}^{p_1}(\mathbb{R}^d) & \xrightarrow{\text{Op}(a)} & M_{E,\omega_2}^{p_2}(\mathbb{R}^d) \\
\text{Op}_d & & \text{Op}_d \\
A_{E,\omega_1}^{p_1}(\mathbb{C}^d) & \xrightarrow{T_{K_0}} & A_{E,\omega_2}^{p_2}(\mathbb{C}^d).
\end{array}
\]

The next result extends [24, Theorem 3.3] and follows by similar arguments as in the previous proof, using Theorem 3.5 instead of Theorem 3.3. The details are left for the reader.
Theorem 3.9. Let \( \omega_1 \) and \( \omega_2 \in \mathcal{P}_E(\mathbb{R}^{2d}) \), \( \omega \in \mathcal{P}_E(\mathbb{R}^{4d}) \) be such that
\[
\frac{\omega_2(x, \xi + \eta)}{\omega_1(x + y; \xi)} \leq \omega_0(x, \xi, \eta, y), \quad x, y, \xi, \eta \in \mathbb{R}^d,
\]
let \( p, q \in [1, \infty] \), and let \( a \in W_{(\omega)}^{p,q}(\mathbb{R}^{2d}) \). Then \( \text{Op}_0(a) \) from \( \mathcal{S}_1(\mathbb{R}^d) \) to \( \mathcal{S}_1'(\mathbb{R}^d) \) is uniquely extendable to a continuous mapping from \( M_{(\omega)}^{p,q}(\mathbb{R}^d) \) to \( W_{(\omega)}^{p,q}(\mathbb{R}^d) \), and
\[
\| \text{Op}(a)f \|_{W_{(\omega)}^{p,q}} \leq \| a \|_{W_{(\omega)}^{p,q}} \| f \|_{M_{(\omega)}^{p,q}}, \quad f \in M_{(\omega)}^{p,q}(\mathbb{R}^d).
\]

Remark 3.10. Let \( E, p, q, p_j, \phi_0 \) and \( \phi \) be the same as in Lemma 3.7, Theorem 3.8 and their proofs. Also let \( A \in \mathcal{M}(\mathbb{R}, d) \) and let \( \phi_A = e^{i(AD_\xi, D_\eta)} \phi \). Then the condition on \( a \) in Theorem 3.8 is that \( \| V_{\phi_0}a \cdot \omega_0 \|_{L^p,q} < \infty \). In view of [5, 6, 29] and Proposition 1.13 (2), the previous condition is the same as \( \| V_{\phi_A}a \cdot \omega_0 \|_{L^p,q} < \infty \) because \( \omega_0 \) is moderate.

We observe that all weights in Theorem 3.8 are moderate, while there are no such assumptions or other restrictions on the involved weight functions in Theorem 3.3. Since the latter result is used to prove the former one, a natural question is whether Theorem 3.8 can be extended to broader classes of weight functions. In view of Remark 1.14, it is evident that the imposing moderate conditions on weights might in some context be considered as strong restrictions.

The answer on this question is affirmative in the sense that for suitable modifications, the moderate conditions on the weights in Theorem 3.8 can be removed.

In fact, let \( \mathcal{H}_{(\omega)}^A(\mathbb{R}^{2d}) \) be the modification of \( \mathcal{H}_{(\omega)}(\mathbb{R}^{2d}) \), given by
\[
\mathcal{H}_{(\omega)}^A(\mathbb{R}^{2d}) = \{ e^{i(AD_\xi, D_\eta)}(e^{i(x, \xi)}a); a \in \mathcal{H}_{(\omega)}(\mathbb{R}^{2d}) \},
\]
\( (\mathcal{H}_{(\omega)}^A)'(\mathbb{R}^{2d}) \) be the dual of \( \mathcal{H}_{(\omega)}^A(\mathbb{R}^{2d}) \), \( \omega_1, \omega_2 \) be weights on \( \mathbb{R}^{2d} \) and let \( \omega_0 \) be a weight on \( \mathbb{R}^{4d} \) such that (3.15) holds. Then it follows from the proof of Theorem 3.8 that the following is true:

- if \( a \in (\mathcal{H}_{(\omega)}^A)'(\mathbb{R}^{2d}) \), then \( V_{\phi_A}a \) makes sense as a smooth function;
- if \( a \in (\mathcal{H}_{(\omega)}^A)'(\mathbb{R}^{2d}) \) satisfies \( \| V_{\phi_A}a \cdot \omega_0 \|_{L^p,q} < \infty \), then \( \text{Op}_A(a) \) from \( \mathcal{H}_{(\omega)}(\mathbb{R}^d) \) to \( \mathcal{H}_0(\mathbb{R}^d) \) extends uniquely to a continuous operator from \( M_{(\omega)}^{p,q}(\mathbb{R}^d) \) to \( M_{E,(\omega_2)}^{p,q}(\mathbb{R}^d) \).

In similar ways, Theorem 3.9 can be extended to permit more general weight classes.
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