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ABSTRACT 
Data mining is becoming gradually popular and vital to 

healthcare organizations, finding useful patterns in complex 

data, transforming it into beneficial information for decision 

making. The latest statistics of WHO and UNICEF show that 

annually approximately 55,000 women die due to preventable 

pregnancy-related causes in India. Therefore, the current focus 

of health care researchers is to promote the use of e-health 

technology in developing countries. There have been many 

studies that apply data mining methods to recognize solutions 

for health care limitations in obstetrics and maternal care 

domain. Some of those studies included high risk pregnancy, 

prediction of preeclampsia, Identification of obstetric risk 

factors, discovering the risk factors of preterm birth, and 

predicting risk pregnancy in women performing voluntary 

interruption of pregnancy. This paper provides a survey and 

analysis of data mining methods that have been applied to 

maternal care domain. 
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1. INTRODUCTION 
Data and Computer science technologies are like two sides of 

a single coin. We can convert data into information and 

information into knowledge called Data Mining. 
 
 

 

Figure 1: Mining from data 

Every year around 55,000 women die in India due to 

pregnancy or childbirth-related complications [5][6][7]. The 

situation is so grave that UN has set a target of reducing 

Maternal Mortality Rate (MMR) by 75% till the year 2015-16 

in its Millennium development goals (MDGs) [5][6][7]. 

Causes of maternal mortality are preventable. Causes can be 

easily removed through effective preventive countermeasures 

with use of 

 

 

 E-health technology 

 Remotely monitor patients in their homes by health 

professionals, and  

 Using data mining techniques to raise alarms about 

high risk maternal patients.  

Unfortunately very few systems available that uses data-

mining techniques to determine the risk factors, which could 

lead to the death of a pregnant woman [1]. We should have a 

dataset for pregnancy related problems because the procedure 

of risk assessment for maternal patient is totally different. 

Pregnancy related problems show a particular pattern which 

otherwise might be measured as a normal. For example a 

blood Pressure of 130/90 is an alarm of high risk for pregnant 

women but for other women it might be a routine increase [1].  

Current obstetric risk scoring systems do not make a precise 

prediction of the chances of an abnormal outcome and so 

cannot be used in formal decision analysis because of 

inaccuracy of data base: geographical variations and the 

“treatment paradox” [8]. In obstetrics and maternal care 

domain there have been many studies that apply data mining 

methods to recognize solutions for health care limitations. 

Some of those studies included high risk pregnancy, 

prediction of preeclampsia, Identification of obstetric risk 

factors, discovering the risk factors of preterm birth, and 

predicting risk pregnancy in women performing voluntary 

interruption of pregnancy [1] [2] [3] [13].  
 
Therefore Data mining is becoming increasingly popular and 

essential to healthcare organizations, benefiting different 

health services, through many applications since identifying 

effective treatments and best practices until providing quality 

healthcare to the patients [3].By applying data mining 

methods and techniques, one can identified high risk pregnant 

women and provide consequence alert and suggestions for 

high risk maternal patients. 

2. DATA MINING METHODS AND 

TECHNIQUES FOR MATERNAL 

CARE DOMAIN 
Major Data Mining techniques are association rule mining, 

classification and cluster analysis [12]. 

2.1 Association Rule 
Association mining discovers interesting correlation 

relationships between a large set of data items. It is more 

related when new rules are searched. Association rules are 

widely used in exploring the relationship between the 

symptom and syndrome type. Generated rules can be used for 

fast and better clinical decision-making [12]. 
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Tom M. Mitchell presented approach [9] to generate rules 

similar to Clark’s and Nisbett’s CN2 [10]. Dataset contains 

9,714 records of pregnant women. They wanted to improve 

ability to identify future high-risk pregnancies with early 

caesarean delivery. Each pregnant woman has features like 

age, diabetic or not, and first pregnancy or not. Rules learned 

automatically from data set. Rule predicts a 60% risk of early 

caesarean. There are total 215 features, they used three 

features. Training set accuracy is 63% and Test set accuracy is 

60%. If training data is imperfect, although CN2 algorithm 

can work efficiently. Two algorithms are used in design like 

AQ and ID3. It creates a rule set like AQ but it is able to 

handle noisy data like ID3 [9][10]. Therefore they have 

mention Decision-tree learning algorithm C4.5 is also 

frequently used to formulate rules of this type. 
 
Yu Chen et al. had proposed SmartRule [11] designed for 

mining tabular data like spread sheets. They had mined 

pregnancy data to generate association rules. SmartRule can 

generate Maximum Frequent Item sets directly from tabular 

data. Their tool has the advantage over traditional analytical 

methods that possibly important data sources can be examined 

for signals of importance for clinical or public health practice 

without having to wait for a proper hypothesis to come by. 

The accuracy of data mining technique was compared by 

regression analysis with known published results. 

2.2 Classification & Clustering 
Classification is the process of discovering a set of models to 

predict the class of objects whose class label is unknown. The 

Resulting model is based on the analysis of a set of training 

data. Clustering is the process of analysing and grouping the 

data into different clusters or classes such that objects within 

the same cluster will be having more similarity to each other, 

but will be having different properties in other clusters [12]. 

 

M. Jamal Afridi et al. [1] have developed an intelligent health 

tool – Obstetrics and Gynaecology (OG) OG-Miner – that 

presents an innovative combination of data mining techniques 

for classification of high risk pregnant women. 1200 patients’ 

record contains most important risk factors of maternal 

mortality like obstructed labour, hypertension, haemorrhage, 

septicaemia. They developed a hybrid classifier with the use 

of Naive Bayes in combination with IBk. They mentioned 

IBK classifier may fail to classify test instance that belongs to 

the confusion region. So system should not completely 

depend on instance based learning instead of other 

classification method must use for decision making process. 

From their analytical study they combined Naive Bayes with 

IBK. They performed Voting at the meta-level that uses the 

average probabilities as a combination rule. Accuracy of tool 

is nearly 98% on the collected dataset. Authors have mention 

with the use of this kind of intelligent tool high risk maternal 

patients are accurately identified. So high risk maternal 

patients are referred to the experts and they would get quality 

care. Authors want to implement rule learning classifier in 

future so that medical expert can edit diagnosis rules. 

 

Sónia Pereira et al. presented approach [2] of Data Mining 

classification models to classify type of delivery by 

identification of Obstetric Risk Factors. Authors have 

collected data from the information systems and technologies 

used in the perinatal and maternity care unit of Centro 

Hospital of Oporto. Authors had explored four data mining 

algorithms Decision Trees, Generalized Linear Models, 

Support Vector Machine, and Naïve Bayes. Holdout sampling 

and Cross Validation were applied with 30% of the data and 

all data for testing respectively. Decision Tree without 

oversampling achieved best accuracy and specificity, 83.91% 

and 80.05%. GML technique achieved best sensitivity 

91.11%. Authors have mentioned that instead of 

oversampling, Cross Validation as the sampling method 

improved result and other data mining techniques can be 

applied like Clustering which can allow creating groups 

linking precise pregnancy issues. 

 

Hsiang-Yang Chen et al. had proposed approach [3] to 

discover the risk factors of preterm birth using data mining 

with neural network and decision tree C5.0.Dataset contains 

910 records of maternal and paternal attributes. In proposed 

approach neural network was used first to explore the top 15 

main risk factors of preterm birth with coefficients nearly 

0.0300. Then decision tree was used to formulate 17 rules. 

80% accuracy achieved with 10 rules. Authors have 

mentioned that their study will help medical staff and health 

workers to detect high risk pregnant women. 

 

L.M. Taft et al. presented approach [4] that performance of 

classification algorithms can be improve by use of synthetic 

minority class oversampling techniques. Authors identified 

adverse drug events in women admitted for labor and delivery 

based on patient risk factors. SMOTE generate new instances 

from the existing cases without duplicating the original data. 

Authors had used naïve Bayes and decision tree because of 

their simplicity and graphical representation. Performance of 

the Naïve Bayes and the decision tree improved i.e. true 

positive rate of 0.32 in the raw dataset increased to 0.67. 

 

Hsiang-Yang Chen et al. had proposed approach [14] to 

discover the risk factors of parenting stress using data mining 

with decision tree C5.0. Database collected from National 

Taiwan University. Authors have mentioned that DT is 

showing the classification route of risk factors better than the 

regression model. Regression analysis is also not identifying 

unknown important factors. 

3. EMPIRICAL STUDY 
There are many merits and demerits of each and every data 

mining algorithms. Performances of algorithms are depended 

on datasets characteristic. Comparative Study of different data 

Mining Algorithms can be used to develop classification 

model. Table 1 shows Comparative Study of different Data 

Mining Algorithms. 

 

Here primary data is collected from company VRSSPL. 

Database has 970 records with 11 attributes like id, age, 

height(cm),weight(kg),hemoglobin(gm),gravida,pih,previous_

caesarian,abortion>=3,previous_instrumental,High_Risk. First 

five attributes are continuous and others are categorical.   

 

After data is collected, performance should be analysed by 

considering the various factors like accuracy, time, mean 

absolute error etc. The experiment is carried out in Weka 

3.7.13 tool. For evaluating performance of the classifier, 

accuracy and Mean absolute error are considered. Table 2 

shows performance of dataset on different classifiers.  
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Table 1 Comparative Study 

Data Mining Algorithms Comparative Study 

Decision Trees  The graphical representation of DT is easily understood unlike black box 

algorithms, Neural Networks and Vector Machines [4]. 

 DT is showing the classification route of risk factors better than the regression 

model [14]. 

 Handling both continuous and discrete attributes [15]. 

 Handling training data with missing attribute values [15]. 

 Memory issues with large databases [16].  

 Output attribute must be single and categorical [17]. 

 Complex tree for numeric datasets [17]. 

 

Naïve Bayes  Simplicity of the NB model is easily understood unlike Neural Networks and 

Vector Machines[4] 

 Less computational time for training [16]. 

 Handle large datasets [16]. 

 Assumption for class conditional independence [12]. 

 Rules cannot be generated [18]. 

 

Artificial Neural Networks  Handle noisy data [16] [18]. 

 Classify patterns for untrained data [16] [18]. 

 Appropriate for continuous valued inputs and outputs [16].  

 Parallelization techniques can be used to speed up the computational process 

[16]. 

 Black box nature [17]. 

 Computational Complexity is high [17]. 

 Training time is high [16] [17]. 

 

K-Nearest Neighbour  IBK classifier may fail to classify test instance that belongs to the confusion 

region [1] 

 Large storage requires [16]. 

 Retraining is not requiring if the new training pattern added to the existing 

training set [15]. 

 Easy to implement classification technique [16]. 

 Handle noisy training data and effective for large database [18]. 

 

Support Vector Machine  Can be used in statically learning [15]. 

 Handle both linear and nonlinear data [15]. 

 Computational Complexity is high [16]. 

 Training time is high [16]. 

 Black box nature [18]. 

 

Association Rule  CN2 algorithm work even when the training data is imperfect [9][10] 

 CN2 creates a rule set like AQ[9][10]  

 CN2 is able to handle noisy data like ID3 [9][10]. 

 

 

Table 2 Performance of different Classifiers on Accuracy and Mean absolute error. 

Algorithm Accuracy Mean absolute error 

Decision Trees 97.01% 0.0565 

Naïve Bayes 87.84% 0.2286 

K-Nearest Neighbour 84.54% 0.1554 

Artificial Neural Networks 93.40% 0.0822 

Support Vector Machine 76.39% 0.2361 
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Figure 2 Performance of dataset on different classifier according to column chart 

For collected dataset, Decision Tree gives better result. 

Support Vector Machine gives poor result. All other classifier 

gives an average result. 

4.  SUMMARY 
This paper has presented major research accomplishments and 

techniques that immerged in the field of maternal care 

domain. By using DM techniques the chance of high risk 

maternal patients can be predicted which is helpful for timely 

detection and providing quality care. This paper has delivered 

the summary and analysis of data mining techniques used for 

maternal care domain. 

In future scope, on the basis of this kind of empirical study 

combination of two or more algorithms can be used for 

classification model to overcome demerits of data mining 

algorithms. Therefore performance of classification model can 

be improved for specific datasets. 
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