
Currently, the amount of available information increases 
exponentially. It is n ecessary to effectively reduce the 
dimension of high-dimensional data in order to solve the 
"dimension disaster" [1], and obtain as much valuable 
information as possible [2]. Data dimension reduction studies 
low-dimensional manifolds embedded in high-dimensional 
space and their different types, so as to find out the essential 
properties of data set [3,4]. The purpose of dimension 
reduction technology based on manifold learning is to find 
out the inherent geometric structure of high-dimensional data 
in order to solve practical problems. Tenenbaum, etc. 
replaced Euclidean distance in MDS algorithm with geodesic 
distance, and proposed an ISOMAP algorithm based on 
global attributes [5]. Roweis, etc. considered the local 
information of samples in the process of data dimension 
reduction, and proposed a nonlinear LLE algorithm [6]. 
ISOMAP and LLE ha ve greatly promoted the development 
of nonlinear dimension reduction methods based on manifold 
learning.  

At present, manifold learning method has been applied to 
feature extraction of sound signals, and the results show that 
the essential features of stationary sound signals can be 
discovered by manifold learning [7]. Speech signal is a non-
stationary random signal with high redundancy. In speech 
signal processing, appropriate dimension reduction methods 
are also needed for efficient feature extraction and analysis 
[8]. Therefore, this paper mainly studies the data dimension 
reduction method based on manifold learning and applies it 
to the analysis of vowel signals. 

The core of LLE a lgorithm is to a ssume that the points 
adjacent to each other in the high-dimensional sample space 
are usually located on the same manifold, and LLE algorithm 
can make the nonlinear high-dimensional data keep the 
original local linear property as much as possible after 
dimension reduction . 

The LLE algorithm can be summarized in three steps  
[9]:  
Step1. For each data point ܺ௜ , compute its k-nearest 
neighbors(based on Euclidean distance or some other 
appropriate definition of ‘nearness’). 

Step2. Compute weights ௜ܹ௝ that best reconstruct each data 
point ܺ௜, from its neighbors, minimizing the reconstruction 
error ܬ: 

 ሺܹሻܬ ൌ ∑ || ௜ܺ െ	∑ ௜ܹ௝ ௝ܺ|
௞
௝ୀଵ |௠

௜ୀଵ
2 

Step3. Compute the low dimensional embeddings ௜ܻ , best 
reconstructed by the weights ௜ܹ௝ ,minimizing the cost 
function φ: 

 ߮ሺܻሻ ൌ ∑ || ௜ܻ െ 	∑ ௜ܹ௝ ௝ܻ|
௞
௝ୀଵ |௠

௜ୀଵ
2 

In Step 2, the reconstruction error is minimized subject to 
two constraints: f rst, that each input is reconstructed only 
from its nearestneighbors, or ௜ܹ௝ = 0 ifܺ௜not a neighbor of 

௝ܺ ; second, that the reconstruction weights for ea ch data 
point sum to one, or	∑ ܹ݆݆݅ = 1 ∀݅. The optimum weights 
for each input can be computed eff ciently by solving a 
constrained least squares problem. 

The main idea of ISOMAP is to replace Euclidean 
distance in MDS algorithm with geodesic distance between 
all data points, and try to ensure the global relationship 
between data and explore the internal geometric structure on 
the low-dimensional manifold of samples in the process of 
dimension reduction, so as to better mine the essential 
characteristics of samples and reveal their internal manifold 
information more reasonably.  

While ISOMAP and LLE have similar aims, ISOMAP is 
based on a different principle than LLE. In particular, 
ISOMAP attemptsto preserve the global geometric properties 
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of the manifold while LLE attempts to preserve the local 
geometric properties of the manifold [7,9]. 

As with LLE, the ISOMAP algorithm consist of three 
steps: 

Step1. Construct a ne ighborhood graph - Determine which 
points are neighbors on the manifold based on distances d(i,j) 
between pairs of points i, j in the input space (as in step1 of 
LLE).These neighborhood relations are then represented as a 
weighted graph over the data points with edges of weight d(i, 
j) between neighboring points. 

Step2. Compute the shortest path between all pairs of 
pointsamong only those paths that connect nearest neighbors 
using a technique such as Floyd’s algorithm. 

Step3. Apply classical MDS to embed the data in a d -
dimensionalEuclidean space so as to preserve these geodesic 
distances. 

The dimension reduction method based on manifold 
learning focuses on preserving some geometric attributes in 
manifold after dimension reduction. Some scholars have 
studied the geometric structure of natural speech data by 
using the acoustic pipe model generated by speech, and 
verified the correctness of manifold hypothesis in speech 
data [7]. 

In this study, the vowel signal is analyzed based on data 
dimension reduction, and the signal processing tools in 
MATLAB software and Voicebox toolbox are used [11]. The 
experimental data are monophthongs [e] and [u] with a 
sampling frequency of 16 kHz. Firstly, the signal is 
preprocessed by framing and windowing. Several speech 
sampling points are divided into a frame (denoted by N), in 
which the signal characteristics are considered to remain 
unchanged [12]. In order to make the transition between 
frames smooth, there will be partial overlap between frames 
(as shown inFig. 1), and the overlapping area is the frame 
shift (denoted by M), and the ratio of frame shift to frame 
length is generally 0 ~ 1/2. In order to make both ends of the 
signal edge continuous after framing, in practical problems, 
each frame signal should be multiplied by a window function 
to prevent truncation effect and spectrum leakage [13]. 
Therefore, in this paper, firstly, the Hamming window with 
frame length of 25 ms and frame shift of 16ms is u sed to 
preprocess the vowel signal, and the simulated non-
stationary speech signal is changed into a short-time 
stationary signal [1]. Then, two nonlinear dimension 
reduction algorithms, ISOMAP and LLE, are used to reduce 
the dimension of the high-dimensional vowel signal, and the 
two-dimensional geometric structure of the vowel signal is 
obtained for subsequent analysis while keeping the manifold 
structure of the original high-dimensional signal unchanged 
as much as possible. 

 
Fig. 1. Schematic diagram of frame length and frame movement 

Both LLE and ISOMAP algorithms need to manually 
adjust the nearest neighbor parameter K in order to obtain the 
best experimental results. When k is 9, 12, 15, 18, 21, 23, 25, 
and 28, the preprocessed experimental data are subjected to 
ISOMAP and LLE dimension reduction processing, and the 
LLE and ISOMAP two-dimensional geometric structures of 
vowel signals [e] and [u] are obtained respectively, as shown 
in the following Fig.2, Fig.3 and Fig.4. Experiments on 
vowel signals show that there is a low-dimensional manifold 
structure in vowel signal data, that is, the high-dimensional 
vowel signals are nonlinear manifolds. Comparing the LLE 
and ISOMAP two-dimensional embedding results of vowel 
signals given below, it can be seen that the low-dimensional 
embedding results of ISOMAP change little and have certain 
regularity when the K value changes little; On the contrary, 
the low-dimensional geometric structure obtained by LLE is 
distorted seriously when the value of k changes little, so it 
can be considered that the two-dimensional embedded graph 
obtained by ISOMAP dimension reduction can express the 
essential characteristics of vowel signals more stably. 
Experiments on more vowel signals show that the two-
dimensional ISOMAP embedding results obtained from 
different vowel signals are different and have their own 
characteristics. Compared with LLE low-dimensional 
embedding results, the low-dimensional ISOMAP 
embedding results are more stable, so it can be considered to 
be applied to subsequent classification analysis. 

The generation of speech is a very complicated process. 
How to extract and select the characteristic parameters that 
can represent the essential characteristics of speech signals is 
an important link in speech recognition and other 
technologies. The data dimension reduction technology 
based on manifold learning can not only get the low-
dimensional embedding results of signals [12], but also get 
LLE and ISOMAP feature parameters representing vowel 
signal features, which is expected to be applied to speech 
recognition and other technologies in order to discover more 
signal features. 
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of Vowel Signal Data 
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Fig. 2. Two-dimensional embedding results of LLE and ISOMAP under different k values of vowel [e] 

 

 

 
 

Fig. 3. Two-dimensional embedding results of LLE and ISOMAP under different k values of vowel [o] 

WSEAS TRANSACTIONS on ADVANCES in ENGINEERING EDUCATION 
DOI: 10.37394/232010.2021.18.13 Jinqing Shen, Zhongxiao Li, Xiaodong Zhuang

E-ISSN: 2224-3410 150 Volume 18, 2021



 
Fig. 4. Two-dimensional embedding results of LLE and ISOMAP under different k values of vowel [u] 

In order to solve the problem that the traditional feature 
analysis method based on linear system theory can’t find the 
essential features of speech signals well,we studies data 
dimension reduction method based on manifold learning and 
applies it to the analysis of vowel signals. The simulated 
speech signal is preprocessed, and the preprocessed signal is 
reduced in dimension by using ISOMAP and LLE. By 
manually adjusting the nearest neighbor parameter K, the 2D 
embedding result of high-dimensional speech signal is 
obtained. Experiments show that the dimension 
reductionmethod based on manifold learning can eliminate 
redundant information and realize two-
dimensionalvisualization of signals while preserving the 
high-dimensionalmanifold structure of original signals as 
much as possible.However, there are some subjective factors 
in choosing the nearest neighbor parameter K, which has a 
great influence on the analysis results. The way to choose the 
appropriate parameter K is the key content future research. 
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