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Abstract:Liveliness detection aims to determine whether the 
iris presented to the sensor belongs to a live subject or it is a fake 
one. Liveliness detection is to classify input sample into one of the 
category between fake and real. This work proposes an improved 
biometric system which recognizes the liveliness of the iris 
samples in order to increase the security. In this work, the dataset 
of UBIRIS.v2 is used where input samples are segmented into 
pupil, sclera and iris and these individual segments are filtered to 
enhance the quality of the samples. Further, the segmentation 
using Fuzzy C-Mean and K-Mean clustering methods is done. 
Different features are extracted and fused thereafter. Fused 
features are then used as a training data. For testing purpose, a 
combined dataset of original and fake samples is used and 
accuracy of the system is calculated with a novel hybrid classifier 
AHyBrK which is a combination of ANN and KNN. Results 
achieve 97% accuracy in differentiating between fake and live 
which is 8.2% better than KNN and 5.1% better than ANN. 

 
Keywords: Iris, Liveliness, Segmentation, Filters, Fuzzy 

C-Mean, K-Mean, Features, Fusion, ANN, KNN, AHyBrK 
Classifier, Hybrid Classification.  

I. INTRODUCTION 

With daily happening technological advancements, the 
use of biometric systems for security purpose is increasing 
day-by-day but we can’t rely fully on these systems due to 

their vulnerability to spoof attacks. Biometrics systems are 
the systems that use physiological or behaviour 
characteristics of the individuals and perform recognition for 
the same. These characteristics are extracted using biometric 
traits like face, fingerprint, iris, hand geometry and ear. The 
other characteristics are behavioural like voice, gait, 
handwriting and signature of the person. The main aim of 
these systems is to provide accuracy and to reduce forgeries 
by detecting fake samples.  Several government and private 
organizations use biometric systems for different purposes to 
avoid unwanted access. The use of these systems is 
immensely increased due to number of benefits over the 
conventional security mechanisms. However, there are few 
flaws too in these systems which are: (a) Privacy (e.g. face 
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can’t be private) (b) the fact of possibility of replacement of 
such biometric traits (which now-a-days is possible through 
masks or surgery) poses some external attacks.  Uludag and 
Jain [1] proposed a biometric systems using fingerprint and 
add attacks on it which uses procedure named hill climbing 
for the synthesis of the minutia template. After analysis it is 
observed that fingerprint based security system can be 
broken. Among all the traits used in biometric systems, iris 
trait is considered to be more reliable and accurate in 
compare to others.  So, special attention has been paid to iris 
trait for finding its vulnerabilities and to analyse its security 
level. These attacks may use the samples which are 
synthetically generated for granting access. As Galbally et al. 
[2] observed that iris and fingerprint based biometric systems 
can be smashed with some external attacks and it can be 
cured with liveliness detection and for this some researchers 
proposed liveliness detection approaches and will discuss in 
the next sections. Galbally et al. [3] worked for iris liveliness 
detection based on the quality related measures of iris. They 
have tested this novel anti-spoofing mechanism by using high 
quality samples where 1600 real and fake samples were used. 
This mechanism protects the system against direct attacks 
and also results the decision that whether the input is real or 
fake. The other liveliness detection mechanism for iris is 
presented by Jemi et al. [4] which work on the concept of 
liveliness where they describes that the detection of liveliness 
using the symptoms of liveliness is well known technique for 
the authenticity of any person.  In their work, they have used 
dynamic features of the pupil instead of static properties. The 
change in the size of pupil describes pupil dilation and it 
varies from person to person and situation to situation; also 
amount of light present affects the pupil dynamics e.g., the 
diameter of adults in bright light varies from 2mm to 4mm 
whereas in the dark its size increases from 4mm to 8mm. 
They have also described the characteristics the iris images 
from the available databases. They have presented all the 
quality factors and noise factors of the samples and identified 
real and fake images. The other work on the detection of Iris 
liveliness was done by Long and Zeng [22] based on batch 
normalized convolutional neural network (BNCNN). They 
tested their approach on three different datasets namely the 
CASIA Iris Lamp database, the CASIA-Iris-Syn database 
and ND-contact database and show the effectiveness of their 
approach. Biometric verification systems also come under 
the category where the probability of spoofing increased 
day-by-day. To deal with the issue, different studies have 
been conducted and various countermeasures have been 
developed to diminish risks and prevent the system from 
these types of attacks. Liveliness detection is one of the 
solutions proposed to deal with the presentation attacks by 
differentiating real and fake traits on the basis of different 
properties.  So, considering this concept, Ahmad and 
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[5] proposed a secure biometric system which considers 
the iris based biometric system with liveliness detection 
module. Here in this work, there are two sub modules of 
liveliness detection namely, static and dynamic. They tested 
this verification system using two different databases and 
achieved accuracy of 97% for CASIA database on dataset of 
90 samples and 99% for MMU database on dataset of 180 
samples.  

Thavalengal et al. [6] proposed a novel method for the 
detection of liveliness of Iris. This system is implemented 
using a hybrid visible (RGB)/near infra-red (NIR) sensor on 
smartphones where these sensors are capable of capturing 
RGB and NIR images. This work is first use classification 
and follows it with pupil localization. For pupil localization, a 
fast and multi-frame mechanism is proposed which uses 1-D 
processing of the region of eye and analyse whether it is live 
or not.  

Gragnaniello et al. [25] also proposed a liveliness 
detection methodology for Iris based on LBP descriptors. For 
classification, SVM classifier was utilized by them. There are 
number of other methods that were proposed by different 
researchers like, Threshold based method were proposed by 
Kaneamtsu et al. [26], Hierarchical Multiclass classification 
by Yan et al. [29], and Texture features based detection by 
Wei et al. [30]. The other methodologies based on features 
were designed to detect liveliness by Galbally et al. [24] 
where the authors proposed a high performance based 
method for fingerprint liveliness detection.  

Sequeira et al. [7] also addresses the issues related to the 
vulnerable attacks and proposed mechanism for the same. In 
this work, the main focus is on feature selection mechanism 
so that the best subset of features helps to achieve highest 
classification rate. This system is tested on Biosec and 
Clarkson databases and three different classifiers KNN, SVM 
and Discriminant analysis are used in this work for liveliness 
detection. The results show that there is a scope of 
improvement so upon analysis; we found that there is a 
requirement of secure system which may achieve better 
performance in real world application. The other challenges 
related to biometric templates and liveliness detection were 
discussed by Akhtar et al. [23], Soleimani and Asem [27]. 

As per literature available, various authors developed 
different mechanisms for the detection of liveliness and 
secure the biometric systems from various attacks but still 
efficiency in the existed mechanisms are very less. So, there 
is a need to develop an efficient and secure biometric system 
which reduces the level of risks.  To achieve this, in this work 
a novel mechanism named as ILivSpot is proposed where 
biometric system uses iris as trait and performs liveliness 
detection. In this work, for classification purpose, a new 
hybrid classifier is used which is a combination of ANN and 
KNN as explained in the next section. 

II. AHYBRK CLASSIFIER 

Classification is one of the important steps in the 
biometric systems. Classifiers are the one which help to 
recognize or classify the data and find out whether it belongs 
to the input or not. There are number of classifiers which are 
used for classification purpose in various fields with good 
performances. These days with advancing mechanism, 
classifiers are also fused with each other for more enhanced 
performance. In this work, we also use a hybrid 

classifiernamed as AHyBrKwhich is a combination of ANN 
and KNN. 

A. Artificial Neural Network (ANN) 

ANN is based on the principle of human brain where neurons 
and dendrites makes a connection and makes decision on the 
questions asked. Similarly ANN classifier decides whether 
the input passed to it produces output or not. This classifier is 
composed of number of nodes where every node is linked 
with each other to produce output. These links which connect 
the nodes are associated with weights. In this, the input data 
is taken by the nodes and operation is performed on it then 
further this output will be passed to other neurons /nodes and 
form some output. This classifier work in the same way that 
human brain works and the output generated at each node is 
known as its activation value. ANN follows the procedure of 
learning and is capable to change the behaviour of processing 
on the basis of its knowledge. 
 
B. K-Nearest Neighbours (KNN) 
The other best classification method is KNN which uses a 
supervised mechanism for classification. In this firstly, all the 
input cases are stored and on the basis of these inputs it 
checks the majority votes to find out the k neighbours and 
classifies the new cases. These new cases are further assigned 
to the class which is common among its neighbours and this 
can calculated by calculating the distance function. This 
distance function may be Hamming, Manhattan, Euclidean 
and Minkowski Distance. The hamming distance function is 
used for categorical variables where as others are used for 
continuous functions. KNN need pre-processing and is 
computationally expensive but its results are good in most 
cases. 

C. Hybrid Classifier 

Here, we have used a hybrid classifier which is a combination 
of Artificial Neural Network and K-Nearest Neighbour and 
named it as AHyBrK Classifier. For this work, firstly; inputs 
will be passed to the ANN and after processing, the output of 
ANN is further passed to KNN and after this, generated 
output is a final result. The pseudo code given below 
describes the process of AHyBrK Classifier. 
 

Algorithm 1: Hybrid Classifier (AHyBrK) 
Input:Extracted Features of the Modalities (𝓕) 
Output:Error Rate (ER), Accuracy (A) 
Start 
For each set of Features 
Start ANN 
      Distinguish Training and Test Dataset 

           Set Input, Output and Hidden Layers 

           Initialize Weight Feature (Wi) 

           For each layer in Output Layer Calculate Output 

                Update Parameters 

                 IF matched with the Criterion required 

                 Then Start KNN  

                 End of IF 

          End of For 

http://www.ijeat.org/
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Start KNN 

     Set Values of ‘K’ Parameters 

     For each Input and Test Data Set 

          Calculate Distance (D)between all the Points 

          Sort distance in Ascending Order 

          For all K-Neighbours 

                 Select best K-Neighbour 

                 Final Matched  

          End of For 

     End of For 

End of For 

Calculate ER and A on the basis of percentage of matched samples 

Stop 

III. ILIVSPOT: SECURE BIOMETRIC SYSTEM 

In this work, a new enhanced biometric system is proposed 
which recognize the liveliness of the iris samples and find the 
correctness of the recognition system. The step-by-step 
details of this proposed system are as follows: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Figure 1: Training Phase 
 
Step 1: Data Acquisition 

The first main step of this recognition system is to collect 
the samples. For this work, the dataset of UBIRIS.v2 is used 
[20] which is a collection of iris images captured in 

non-constrained conditions i.e. at-a-distance, on-the-move, in 
the visible wavelength andhaving more realistic noise 
factors. This dataset was generated using Canon EOS 5D 
Camera with shutter speed of 1/197seconds, focal length of 
400mm, exposure time 1/200seconds and in Pattern Metering 
Mode. These images were then cropped with the width of 400 
pixels and 300 pixels height with 72 dpi resolutions, and 
saved in .tiff format. The dataset was collected from total 261 
subjects. Total 11102 images were acquired by them where 
54.4% images are of male gender and 45.6% are of female 
gender. For the purpose of testing the performance of this 
proposed classifier, we have used those images in which 
eyeball is moved, where samples of 100 subjectsare collected 
and each sample contains four images of moved eyeball in 
Left (l), Right (r), Up (u), and Straight (s) direction. This 
dataset is used for training purpose. Testing in this work is 
done with 100 images which contains 30% of forged 
samples.In this wok, four samples are collected from each 
person so total 400 samples were used and these samples 
were treated as input for the system while we trained the data. 
The details of this proposed work before classification are 
shown in figure 1. 
 
Step 2: Pre-Segmentation 
To enhance the image quality of the input sample, unlike 
general practice, we have segmented the iris (ROI), sclera 
and pupil from the input image before actually applying any 
filters.  
 

𝐼𝑟𝑖𝑠𝑖 =  𝑅𝑖 ∪ 𝑆𝑖 ∪ 𝑃𝑖           (i) 
 

Where Ri is ROI, Siis Sclera and Pi is Pupil region for an iris. 
 

This will indirectly increase the quality of image taken 
for the recognition purpose. In this work, firstly we have used 
circle drawing algorithm which scans the whole Iris image 
and find the center point of it. Then as according to radius the 
region of the circular pixels are selected and lines are drawn 
on the same region and find the outer circle region and inner 
circle region. From the center, this algorithm starts detecting 
circular pixels and inner circle is drawn where the intensity of 
the pixels are changed from the centre and same in case of 
outer circle. Because the outer region of the pupil having 
different intensity pixels and similarly iris and sclera has 
different intensity pixel, this will help to detect outer and 
inner circle in this algorithm. ROI is specifically that area 
where user’s interest is more. Iris is the annular part between 

pupil boundary and iris boundary i.e. inner and outer circles 
respectively. In this work, these pixel values are detected and 
stored in an array. For this, we have used filling algorithm in 
which inner circle boundary pixels are selected first and then 
filling algorithm select the pixels by using eight connected 
regions up to outer circle boundaries and form an array of 
pixels. The pupil is a gap situated in the focal point of the iris 
of the eye that enables light to strike the retina. It seems dark 
since light entering the pupil is either consumed by the tissues 
inside the eye specifically, or assimilated after diffuse 
reflections inside the eye that mostly miss exiting the narrow 
pupil. In this work, to extract pupil from the full eye image, 
we subtracted the extracted ROI region from the original 
image and these pixels are 
further stored in the array. 
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Step 3: Quality Enhancement 
Quality Enhancement plays a major role to improve the 
effectiveness of any system therefore; this step is the key 
ingredient of a biometric system. A number of filters are there 
which can be used to enhance the quality of an image. In this 
work, Gaussian filter is used for the purpose of filtering the 
noise and result in image enhancement. This filter is selected 
because quality of the segmented iris is better using this as 
analysed in [21].  Filter is applied on the ROI, Pupil and 
Scleraindividually and this will improve the quality of the 
sample with higher rate as compare to the other mechanism 
where filter is directly applied on the whole image. The 
resultant factor is represented as: 
 

𝑅′ = 𝐺𝑎𝑢𝑠𝑠(𝑅)           (ii) 
𝑆 ′ = 𝐺𝑎𝑢𝑠𝑠(𝑆)           (iii) 
𝑃′ = 𝐺𝑎𝑢𝑠𝑠(𝑃)           (iv) 

 
Step 4: Post-Segmentation  
Segmentation is an important step for recognition purpose 
and here after filtration of the ROI, Pupil and Sclera, each 
part is segmented using two different mechanisms- Fuzzy 
C-Mean Clustering and K-mean Clustering. The output of 
both mechanisms is further used in feature extraction. 
K-Mean and Fuzzy C-Mean, both the methods are very 
popular and used for segmentation purposes. 
 
Fuzzy C-Mean 
In this mechanism, firstly distance between the clusters are 
calculated and on their basis membership function is assigned 
to each data members of the cluster. If the quantity of the data 
is more, then it is near to the center of the cluster and its 
membership is also toward the center of the cluster. It means 
that the sum of all the membership of the data points is equal 
to one. In this, the cluster centers and membership are 
updated at the end ofeach iterationby using following 
equations:   
 

𝑃𝑖𝑗 = 1
∑ (𝑑𝑖𝑗 𝑑𝑖𝑘⁄ )

(2 𝑟−1⁄ )𝑛
𝑘=1

⁄          (v) 

𝐾𝑗 = [∑ (𝑃𝑖𝑗)
𝑟
𝑥𝑖

𝑚
𝑖=1 ] [∑ (𝑃𝑖𝑗)

𝑟𝑚
𝑖=1 ]⁄ , ∀ 𝑗 = 1, 2, … … 𝑛(vi) 

 
Wherem is the number of data points, Kj represents 
the jthcluster centre,r is the fuzziness index r 𝜖 [1, ∞], 

n represents the number of cluster centre, Pij represents the 
membership of ith data to jth cluster centre and dij represents 
the Euclidean distance between ith data and jth cluster centre. 

 
K-Mean Clustering 
This type of clustering method is used when data is 
unlabelled because this mechanism is based on unsupervised 
learning. The aim of K-mean clustering is to discover 
K-groups of data based on some features. This algorithm 
assign data point to the clusters based on the similarity in 
their features. The output of this method is: 
 

• Centroids: which are used to label data 
• Labels for the training data (different segmented 

parts) 
 
Step 5: Feature Extraction  
Features are very important constituent in image processing 
systemswhich contain detailed and relevant information of 
the input data and this information affects the performance of 

the recognition systems. A number of techniques were used 
for the extraction of features from image samples. Some of 
these are: Color Features, Spatial Features, Edge and 
Boundary Features, Shape Features, Transform Features and 
Texture Features. In this work, texture features are extracted 
after segmentation. 
 
The surface characteristics of an object and its appearance are 
referred to as texture which depends on the shape, size, 
arrangement, density and proportion of the elementary parts 
of the object. Texture features can be calculated by using 
GLCM points which is Gray Level Co-occurrence matrix. 
These features are comes under the category of 2nd order 
statistic features means information in this is based on the 
pixel values. Some of the texture features are entropy, 
energy, contrast, correlation etc. which are calculated at the 
different angles.The set of texture features which are 
extracted are represented as: 
 

𝑇 = {𝐶𝑜𝑛, 𝐶𝑜𝑟𝑟, 𝐸, 𝐻}          (vii) 
 

Where T is set of texture features, Con is Contrast, Corr is 
correlation, E is Energy and H is Homogeneity. 
 
(a) Contrast:Contrast refers to the ‘Sum of Square 

Variance’ and is defined as the calculation of the 
intensity contrast linking pixel and its neighbour over the 
whole image. At constant image, contrast value is 0 i.e. 
(i-j) =0. Contrast increases with the increase in (i-j). 

 
𝐶𝑜𝑛 = ∑ 𝑃𝑖,𝑗(𝑖 − 𝑗)2𝑁−1

𝑖,𝑗=0        (viii) 
 

(b) Correlation:Correlation finds the linear dependency of 
the gray levels on a pixel and its neighbour pixels. 
Correlation value of an image lies between [-1, 1]. If 
value of correlation is NaN that means image is constant. 

 

𝐶𝑜𝑟𝑟 = ∑ 𝑃𝑖,𝑗 [
(𝑖−𝜇𝑖)(𝑗−𝜇𝑗)

√(𝜎𝑖2)(𝜎𝑗2)
]𝑁−1

𝑖,𝑗=0      (ix) 

 
(c) Energy:Energy is also one of the parameters for texture 

features and it defines the orderliness of an image. It can 
be calculated by the sum of the square of the elements in 
the GLCM. The energy value of an image is high when 
window is proficient orderly. The range of this 
parameter is [0, 1]. Its value is 1 when image is constant. 
 

𝐸 = ∑ 𝑃(𝑖, 𝑗)2
𝑖,𝑗=0         (x) 

 
(d) Homogeneity:Homogeneity is defined as the factor of 

tightness and it is calculated by calculating the tightness 
of the distribution in GLCM to its diagonal. The range of 
homogeneity is [0, 1] and is 1 for diagonal GLCM. 

 

𝐻 = ∑ 𝑃(𝑖, 𝑗) 𝑅⁄𝑁−1
𝑖,𝑗=0                          (xi) 

In this work, two sets of texture features are extracted where 
one set is after Fuzzy C-mean Clustering and other is after 
K-Mean clustering, and these features are represented by: 
 

𝐹𝐶𝐹 = {𝐹𝐶𝑇𝑅′} ∪ {𝐹𝐶𝑇𝑆′} ∪ {𝐹𝐶𝑇𝑃′}       (xii) 
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Step 6: Pre-Fusion  
Fusion is basically the combination of two or more things. 
Here in this step fusion of the features extracted from ROI, 
Sclera and Pupil of a sample is fused together and treated as 
single entity. This step is known as pre-fusion because here 
we combine the features of an individual Iris sample. This 
can be written as following equation: 
 

𝑓 = {𝐹𝐶𝐹}⋃{𝐾𝐹}              (xiii) 
 

Where f is fused feature vector;𝐹𝐶𝐹  is the set of texture 
features extracted after fuzzy C-mean clustering; 𝐾𝐹 is the set 
of texture features extracted after K-mean clustering. 
 

Step 7: Post-Fusion 
Here, two-step Fusion is done named as pre-fusion and 
post-fusion. As discussed earlier, pre-fusion is a fusion where 
we fuse a set of feature for one iris sample but here in 
post-fusion, fusion of the set of feature vector which is 
generates in the last step is done for the iris samples provided 
by each person means with the four image samples provided 
by one person which contains L, R, U and S movement of the 
eyeball. This post fusion is basically characterize the concept 
of liveliness because live eyeball contains movement of 
eyeball is any angle or direction and this fused factor provide 
optimal solution for the detection of the same.This fused 
vector is represented in the following form and then it will be 
stored in the database and use for training purpose. 
 

ℱ =  {𝑓𝑙, 𝑓𝑟 , 𝑓𝑢, 𝑓𝑠}         (xiv) 
 

Where ℱ is the fused feature vector which contains set of 
fused texture features for left (fl), right (fr), up (fu) and straight 
(fs) iris samples provided by one person. 
 
 
 
 

 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

Figure 2: Testing Phase 
 

Step 8: Classification 
This step is an important step of the biometric system. 

This step performs classification which helps to recognize or 
classify the data as shown in Figure 2 and find out whether it 
belongs to the input or not. In this secured biometric system, 
a new hybrid classifier ‘AHyBrK’ is used. This is the final 
step of the biometric recognition system which identifies the 

samples if they are matched with the database or not. As a 
result of which, we can find out the fake samples or forgeries. 

IV. EXPERIMENT & RESULT ANALYSIS 

For experimentation of this proposed work, simulation is 
done using MATLAB and dataset of UBIRIS is used.  This 
dataset contains several images and this system is trained 
using 400 samples and for testing purpose 100 samples are 
used where 30% samples are forged samples.The 
measurement of the effectiveness of biometric system cannot 
be achieved with single value, but some parameters are there 
which defines the accuracy under the same data with same set 
of rules. Some of these parameters are False Acceptance Rate 
(FAR), False Rejection Rate (FRR), Error rate, Accuracy etc.  

 
FAR:It is probability of the fake users that are accepted 

accidently and this can be calculated as the ratio of number of 
imposters who were able to enter in the system to the total no. 
of imposters. 

 
FRR: It is the probability of the valid users that are denied 

accidently and this can be calculated as the ratio of the falsely 
rejected and the truly accepted(TA) samples. 

 
The performance of the classification system determines 

the liveliness of the system and it can be measured in terms of 
Error Rate and Accuracy. The ratio of number of 
misclassified samples and the total no. of images in the test 
set is defined as Error Rate whereas accuracy is the 
percentage of the correctly classified samples and is opposite 
to error rate. 
 

Table 1summarizes the results achieved by the simulation 
of ILivSpot. 

 
Table 1: Experimentation Results (ILivSpot) 

Parameter Formula Results 

FAR 
𝐹𝐴

𝐹𝐴 + 𝑇𝑅
=

2

2 + 28
=

2

30
 0.06 

FRR 
𝐹𝑅

𝐹𝑅 + 𝑇𝐴
=

1

1 + 59
=

1

60
 0.01 

Error Rate 
𝑚𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑𝑠𝑎𝑚𝑝𝑙𝑒𝑠

𝑇𝑜𝑡𝑎𝑙𝑆𝑎𝑚𝑝𝑙𝑒𝑠
∗ 100 =

3

100
∗ 100 3% 

Accuracy 100 − 𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒 = 100 − 3 97% 

 
In this work, a hybrid classifier (AHyBrK) which is a 
combination of ANN and KNN is used. Results shows that 
the performance of AhyBrK is better while used in ILivSpot 
as compare to ANN and KNN. The comparative results for all 
three classifier in the novel framework in terms of FAR and 
FRR are as shown in figure 4 and in terms of Error Rate and 
Accuracy is shown in figure 5. 
 

Pre-Segmentation 

 
Filter 

Post-Segmentation 

Feature Extraction 

Pre-Fusion Hybrid 
Classifier 
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Figure 4: FAR and FRR of Different Classifiers 

 

 
Figure 5: Accuracy and Error Rate of Different 

Classifiers  
 

V. CONCLUSION 

In this era of technology, digitalization becomes very 
common part of the day-to-day life and has both positive and 
negative outcomes. So, for the protection of any activity 
different mechanisms are used. Biometrics is also one of the 
systems which are used for security purpose now-a-days. 
This advancement also affects the biometric systems in the 
form of spoofing. Various Biometric Recognition systems 
are infected because of spoofing and its performance 
decreases. To prevent biometric systems, liveliness detection 
mechanism is introduces. In this work, a novel biometric 
system is proposed and named as ‘ILivSpot: Secure 

Biometric System based on Iris Liveliness Detection’ where 

liveliness detection mechanism is used to prevent systems 
from unauthorized access. This mechanism tested on three 
different classifiers ANN,KNN and AHyBrK (Hybrid 
ANN-KNN) and results shows that the performance of 
hybrid classifier is better than other classifier in terms of 
different accuracy measurements. The accuracy percentage 
of ILivSpot with ANN, KNN and AHyBrK is 92%, 89% and 
97% respectively.  
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