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ABSTRACT

There is growing concern that the increasing use of machine learning and artificial intelligence-
based systems may exacerbate health disparities through discrimination. We provide a 
hierarchical definition of discrimination consisting of algorithmic discrimination arising from 
predictive scores used for allocating resources and human discrimination arising from allocating 
resources by human decision-makers conditional on these predictive scores. We then offer an 
overarching statistical framework of algorithmic discrimination through the lens of measurement 
errors, which is familiar to the health economics audience. Specifically, we show that algorithmic 
discrimination exists when measurement errors exist in either the outcome or the predictors, and 
there is endogenous selection for participation in the observed data. The absence of any of these 
phenomena would eliminate algorithmic discrimination. We show that although equalized odds 
constraints can be employed as bias-mitigating strategies, such constraints may increase 
algorithmic discrimination when there is measurement error in the dependent variable.
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INTRODUCTION 

Health equity among protected or disadvantaged groups is a core aim of federal, local, and 

private health policy initiatives (National Academies of Sciences, Engineering, and Medicine 

2016, 2017). Disadvantaged groups may be defined by features such as race, gender, sexual 

orientation, disability, and other economic and social statuses. In 2003, the Institute of Medicine 

identified equitable care as an aim for high-value healthcare (Institute of Medicine 2003). In 

2003, Congress mandated the production of the annual National Healthcare Disparities Report 

in an effort to monitor national progress (Ayanian, 2015). Still, differences in access to quality 

care, mortality from disease, and treatment rates across protected populations provide evidence 

of systematic health disparities in the United States (National Academies of Sciences, 

Engineering, and Medicine 2017). Racial treatment disparities are well documented (Institute of 

Medicine 2003; 2019 National Healthcare Quality and Disparities Report; Hammarlund 2021b). 

More recently, attention has been drawn to the phenomenon where decision-making following 

algorithmic predictions using machine learning-based approaches may exacerbate such 

disparities (Char et al.., 2018; Rajkomar 2018; Parikh 2019). 

Predictive algorithms, which can induce and/or perpetuate inequity, are sometimes referred to 

as "unfair regressions". This phenomenon, known as "algorithmic bias" or "algorithmic 

discrimination", is not unique to healthcare. Analyses recently uncovered biased outcomes in 

algorithms across domains such as judicial practices (Angwin et al. 2016; Chouldechova 2917; 

Nabi and Shpitser, 2018), hiring, and promotion decisions (Dastin, 2018), and customs and 

border protection (Grother, 2019). Health care systems in the U.S. are increasingly 

incorporating machine learning into clinical medicine with the hope that more accurate 

predictions can improve health care delivery. Machine learning-based tools built by private 

companies and hospitals currently support physicians and sometimes function independently of 

them (Char et al, 2018). Decision support systems based on EMR analyses may now be able to 

decrease adverse events and complications in certain settings for the average patient and 

outperform clinicians on certain metrics (Freedman et al, 2018; Davenport, T. and Kalakota, R. 

2019). However, in 2014 the President's Big Data Working Group argued that discrimination 

could be the "inadvertent outcome of the way big data technologies are structured and used" 

and pointed toward "the potential of encoding discrimination in automated decisions" (Podesta 

2014; Hardt et al, 2016).  Artificial intelligence applications can transform healthcare, but if 

concerns around algorithmic bias are not sufficiently addressed, historical health inequities will 

be perpetuated and potentially worsen disparities. 

This paper brings together the literature from statistics, economics, and computer science on 

algorithmic discrimination to provide an overarching generic statistical description of how 

algorithm-based decisions can lead to inequities. In the next section, we start with a brief 
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overview of the literature on the use of machine learning methods in health economics, which 

have been shown to be subjected to algorithmic discrimination or vulnerable to it. In Section 3, 

we use a wide lens of measurement errors to describe this framework for the first time to our 

knowledge. We show that unlike the traditional literature on measurement errors, where the 

measurement errors in the independent variables (errors-in variable) generate bias in coefficient 

estimates while (classical) measurement error in the dependent variable affects efficiency but 

not bias, both types of measurement errors will contribute towards algorithmic bias. In Section 4, 

we discuss some of the proposed solutions in computer sciences and statistics literature and 

highlight their limitations in the context of measurement errors. Specifically, we focus on the 

most commonly used equalized odds constraint and show that such an approach can increase 

bias when there is a measurement error in the dependent variable. We hope that this paper can 

serve as guidance for applied researchers planning to develop algorithms to inform health and 

healthcare decisions and understand the limitations and solutions to some of these issues. 

 

USE OF ALGORITHMS IN HEALTH ECONOMICS AT RISK OF ALGORITHMIC 

DISCRIMINATION 

Machine learning (ML) has been increasingly used in health economics and outcomes research 

applications, hoping to unlock the potential of using large volumes of structured and 

unstructured data to transform healthcare and payment models (Rueda et al, 2019). Some of 

the most common types of health economics and outcomes research activities where ML has 

been applied are clinical decision support and predictive analytics. The goal is to use ML 

algorithms to predict individual risk of developing a disease or experiencing a health event. 

These algorithms can be embedded in tools to help clinicians allocate appropriate and timely 

care such as preventative care, intensive interventions, or disease surveillance. ML may be 

especially useful in providing early alerts to highly complex diseases, highlighting efficient care 

pathways, and improving the quality of care by detecting patterns that may be previously time-

consuming or highly dependent on providers' skills and experiences. Existing applications have 

included predicting cardiovascular disease (Lloyd-Jones, 2010; Krittanawong et al, 2020), 

peripheral artery disease (Ross et al, 2016), heart failure (Desai, 2020), hypertension (Ye, 

2018), aneurysm ruptures (Silva et al, 2019), diabetes (Lai et al, 2019), liver disease (Spann et 

al, 2020), postpartum depression (Zhang et al, 2021), COVID-19 (Gao et al, 2020), multimodal 

disease (Chen et al, 2017), cancer diagnosis and recurrence (Johri et al, 2021, Zafar et al, 

2020) and all-cause mortality (Bergquist et al, 2020). Often these models rely on the accurate 

capture of the predictors and health outcomes in administrative databases and the electronic 

health records (EHR) based on ICD-9 diagnosis or procedure codes.  However, these predictors 

and outcomes could be biased due to systemic inequality in the health care system.  For 
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example, patients of lower SES may be less likely to receive appropriate and timely care due to 

healthcare access barriers and implicit biases by healthcare providers (e.g, undiagnosed 

hypertension or delayed treatment for cancer recurrence). These patients may also be more 

likely to be seen in different care settings (e.g, safety net clinics or emergency room) than the 

higher SES groups. Their clinical history and reasoning documentation may be incomplete or 

systematically different. Consequently, algorithms that are based on these biased data may 

"learn" to replicate the systemic biases in the data and recommend less testing and treatment to 

historically underserved patients, further perpetuating the systemic disparities in health care and 

health outcomes.  

Another type of health economics application of ML is predicting healthcare spending. There 

has been increasing interest in using algorithms to identify high-cost, high-needs individuals and 

to augment health plan payment risk-adjustment formulas (Rose et al, 2017, Yang et al, 2018, 

Park et al, 2018, Rose 2016). When used appropriately, healthcare cost prediction can facilitate 

allocating scarce care management resources (Morid 2017, Obermeyer 2019). However, when 

observed health expenditure and healthcare utilization are used as prediction outcomes, bias 

may arise due to unequal access to health care across groups. Groups with worse healthcare 

access may use fewer health services and may appear to have lower observed healthcare 

expenditure despite poor health. Algorithms that assume that health care expenditure or 

utilization are accurate proxies for true health across all groups may make erroneous inferences 

about the risk for individuals with incomplete data, unintentionally directing resources away from 

patients who need them the most (Obermeyer et al. 2019). Algorithms used for predicting health 

plan payments have also been shown to differentially underpredict spending for some 

subgroups. This can lead to under-compensating health plans for selected individuals, which 

disincentives insurers from enrolling or providing full insurance to these individuals.  

Consequently, differential access to insurance systematically generates differential patterns of 

heath care across different groups, further propagating biases in any algorithms developed with 

such data.  Fair regression methods have been proposed as a way to address some of these 

issues (Zink et al, 2020). 

The third type of health economics and health services application of ML is for monitoring health 

through wearables and personal devices. Smartphones, watches, and other portable devices 

are now available to track patients' health and behavior around the clock in the comfort of their 

own home, providing a unique and large treasure trove of data that could offer valuable insights 

about their health, such as low heart rate alert, ECG monitoring, or sleep tracking. While these 

portable devices may be powerful remote diagnostic and health monitoring tools, their adoption 

has been uneven across groups. National surveys showed that the use of wearable devices 

differed by age, wealth, education level, and health status (Chandrasekaran et al, 2020).  This 
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"digital divide" has implications on the differential benefits from the health technologies and the 

representativeness of the data collected. There are also concerns that these devices are not as 

accurate for individuals with darker skin tones (Colvonen et al, 2020). The lack of diversity in the 

training and validation data used to develop the ML algorithms may have contributed to the 

biased performance across groups with different skin tones. The differential inaccuracy of the 

information provided by these wearables, if not addressed, can reinforce existing healthcare 

disparities for those with darker skin tones. 

 

A GENERIC STATISTICAL FRAMEWORK FOR UNFAIR REGRESSION 

We present a generic statistical framework for unfair regression, which implies algorithmic 

discrimination for resource allocation. This framework is inspired by the works by Arnold et al. 

(2021) and Rambachan et al. (2020) and presents this problem through the lens of 

measurement errors.  

Definitions of Discrimination and Its Components 

Let us consider two groups of individuals in a population, differentiated by an observable 

characteristic (e.g., race) that is denoted by Ri ∈{a, b}. Let us also consider an allocation 

problem for each individual, where "qualification" to receive a specific level of a resource Ti is 

based on some unobserved (latent) variable Yi
*. We denote Yi

* as the "qualifying variable" 

(Arnold et al., 2021). Without loss of generality, let Yi
* be absolutely continuous with respect to 

Lebesgue measure and indicate the "true" qualification for the allocation level of that resource 

for all individuals. In medicine, one can think of this qualifying variable as the "true" health status 

of an individual, and treatment is efficacious below a certain threshold of health. Therefore, they 

qualify to receive treatment.  

In an ideal world, the absence of discrimination implies that one can allocate resources fairly to 

those who qualify for it, and this allocation rule is the same in each group. Suppose the 

allocation rule is, for some reason, different between the two groups. In that case, the difference 

in the mean allocation between the two groups, conditional on the latent variable Y*, should be 

viewed as the extent of "discrimination" between these groups. That is, total discrimination 

between the two groups is given by (Arnold et al, 2021): 

∆ = 𝐸𝑌∗[𝐸[𝑇𝑖|𝑅𝑖 = 𝑎, 𝑌𝑖
∗] − 𝐸[𝑇𝑖|𝑅𝑖 = 𝑏, 𝑌𝑖

∗]]      ( 1 ) 

The inner difference in Δ represents the difference in the average allocation of a resource 

between the two groups holding their true qualification Y* constant. The outer expectation 
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averages this comparison over the marginal distribution of the qualification. If Δ ≠ 0, 

discrimination exists. Δ < 0 indicates discrimination exists against group a, and vice versa. 

It is essential to distinguish the concepts of discrimination versus disparity at this point. Our 

definition of T represents what is allocated or prescribed and not what is received. There are 

many reasons why observed receipt of resources may differ from that is being allocated. For 

example, physicians may prescribe a particular treatment, but a patient may or may not receive 

the treatment due to their own preferences, prejudices, or other social determinants such as 

structural racism (Alsan et al. 2021). All of these would lead to differences in observed receipt of 

treatment between two groups, representing disparity.a In our framework, we are mainly 

concerned about what is being prescribed or allocated, and therefore, focus on discrimination 

based on such allocation.  

Because Yi
* often remains unobserved or only partially observed, we typically develop an 

algorithm using data on an observed vector of characteristics (Xi) and a set of observed 

outcomes (Yi) from other individuals to predict individual i's qualification for treatment. An 

example of such an approach would be to use observed clinical characteristics to predict the 

long-term risk of developing a disease and then using these predictions to determine who 

should receive screening. Typically, Y could be the same variable as Y* (e.g., death data), but Y 

is only observed for a selected group of individuals (e.g., poor surviellance in underserved 

population). Alternatively, Y could be a completely different variable from Y* and acts as a proxy 

for Y* (e.g, health care expenditures as a proxy for underlying health risk).  

Because of the need for the intermediate step to develop an algorithm, let an algorithm predict 

�̂�𝑖 based on a set of covariates or features (X) and allocation is made based on this algorithmic 

prediction. �̂�𝑖 is also assumed to be absolutely continuous with respect to Lebesgue measure. A 

naïve option for Y could be the observed allocations (Tobs) in practice. This approach would be 

problematic for obvious reasons as an algorithm will only reproduce the existing discrimination 

in practice. This is similar to concepts of "selective labels" (Lakkaraju et al, 2017) and "bias -

in/bias out" (Rambhachan and Roth, 2019) in the literature and highlights issues of biased 

human decision-makers generating the data. Ideally, Y would be some form of risk that mimics 

the appropriateness of receiving allocations.  

Total discrimination, as defined in (1), can be broken down into two components – human 

discrimination and algorithmic discrimination: 

 
a It should be noted that differences in treatment receipt driven by patients’  preferences were not considered to 
be part of disparity by the IOM Panel on “Unequal treatment” (IOM, 2003). 
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∆ = EY∗ [E[E[Ti|Ri = a, �̂�𝑖] | Ri = a, Yi
∗] − E[E[Ti|Ri = b, �̂�𝑖] | Ri = b, Yi

∗]]     ( 2 ) 

For notational simplicity, we drop subscript i henceforth. Human discrimination is driven by 

prejudice, preferences, and also statistical discrimination in decision making (Balsa and 

McGuire  2001; Alsan et al. 2019), and arises when allocation is different between the two 

groups conditional on a predicted score of �̂�, i.e., 

E[𝑇|𝑅 = a, �̂�] ≠ E[𝑇|𝑅 = b, �̂�]         ( 3 ) 

Since the focus of this paper is on algorithmic discrimination, we will assume that there is no 

human discrimination in our framework. This is merely to highlight the role of algorithmic 

discrimination, and not to say that human discrimination does not exist in practice, because it 

certianly does. This assumption implies that allocation decisions are fair and not inherently 

disparate conditional on the predicted index.b For example, without loss of generality, let the 

allocation of treatment follow: 

E[𝑇|𝑅 = a, �̂�] = E[𝑇|𝑅 = b, �̂�] =  𝑔(�̂�)        ( 4 ) 

Therefore, without human discrimination, total discrimination in (2), now denoted as ∆∗, can be 

written as: 

∆∗ = EY∗ [E[ 𝑔(�̂�)| 𝑅 = a, Y∗ ] − E[ 𝑔(�̂�) | 𝑅 = b, Y∗ ]]        ( 5 ) 

𝑔(�̂�) can be either a linear or a non-linear function depending on the nature of allocation. In this 

work, we focus on a linear function to illustrate the role of measurement errors more clearly. We 

believe that our results can be extended to a non-linear 𝑔(�̂�), but we delegate this work to the 

future.c  

Under the assumption of linearity in 𝑔(�̂�), and the absence of human discrimination, total 

discrimination can be written as: 

∆∗ = EY∗[E[ �̂�| 𝑅 = a, Y∗ ] − E[ �̂�| 𝑅 = b, Y∗ ] ]        ( 6 ) 

∆∗ represents algorithmic discrimination (AD) (Maxwell and Tomlinson, 2020; Kleinberg et al. 

2018a; Arnold et al, 2020) or algorithmic statistical discrimination (Jelveh and Luca, 2015). It is 

 
b We later discuss how algorithmic bias may interact with such human discrimination. 
c In the case of a binary treatment allocation, as long as conditional distribution of �̂� is symmetric and identical in 
two groups, (6) implies (5). 
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also sometimes noted as algorithmic bias (Friedman and Nissenbaum, 1996), although we did 

not find any clear delineation between the use of these terms.  

Measurement Errors and Endogenous Selection 

One can view the relationship between �̂�, Y, and Y* through the lenses of classical 

measurement errors: 

𝑌 = Y* + 𝜀𝑌, and           ( 7 ) 

�̂� = Y + 𝜀�̂�,d              ( 8 ) 

where E[𝜀𝑌] = E[𝜀�̂�] = 0. Here, in the first equation, 𝜀𝑌 reflects the measurement error in Y 

representing Y*. For example, Y* maybe true health, while Y is the observed health expenditure 

(Obermeyer et al., 2019). In the second equation, 𝜀�̂� reflects the estimation error in predicting �̂� 

using an algorithm. For example, �̂� could be Y predicted as a function of X's. In that case, 

estimation error can arise both due to model misspecification and measurement errors in the 

X's.  

Following (6), (7), and (8), algorithmic discrimination is then given as  

∆∗ = EY∗[ Y∗ | 𝑅 = a, Y∗ ] − EY∗[ Y∗ | 𝑅 = b, Y∗ ] + 

EY∗[𝜀𝑌| 𝑅 = a, Y∗ ] − EY∗[𝜀𝑌| 𝑅 = b, Y∗ ] + 

𝐸𝑌∗[ 𝜀�̂�| 𝑅 = 𝑎, 𝑌∗ ] − 𝐸𝑌∗[ 𝜀�̂�| 𝑅 = b, 𝑌∗ ]       ( 9 ) 

In Eq (9), the first difference drops out by construction. The second difference in (9) represents 

the difference in measurement error for the qualifying variable between the two groups. The 

third difference in (9) reflects the difference in estimation error between the two groups. 

Together, these last two components provide the primary source of algorithm-induced bias or 

discrimination even when fair treatment allocation decisions are based on these predicted 

scores.  

The fundamental question is why these measurement errors would be different across the 

groups. Availability of outcomes data and their underlying data generating processes contribute 

to the first component of AD. Choice of statistical methods, estimation heuristics, and data 

 
d In certain binary setting, e.g. in the criminal justice lietarature (Arnold et al. 2020), Y = D·Y*, where D is a 
treatment choice made by an agent, which are informed by algorithmic predictions. Therefore, in such settings, 
both measurement errors in (7) and (8) are present.  
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generating processes for the predictors contribute to the second component of AD. The 

literature on unfair regression and algorithmic bias has discussed many situations that may give 

rise to such differential measurement errors. However, in many instances, the framework of 

measurement errors may not have been mentioned. These include biases caused by missing 

data, faulty device measurements (Bent et al., 2020), historically biased human decisions 

(Lakkaraju et al., 2017; Rambhachan and Roth, 2019), and using unfair algorithmic objectives 

(Corbett-Davies and Goel S 2018). Although our model can also readily extend to any of these 

situations, we specifically focus on the general criteria of endogenous selection to be the 

generator of these differential measurement errors. Endogenous selection arises when the 

available/observed data are generated under different processes for two groups, and these 

processes are also correlated with Y*. A classic example of such processes includes differential 

healthcare access barriers by race, which leads to a differential rate of engagement with the 

health care system. We illustrate this case in the next section. 

 

A STYLIZED ILLUSTRATION OF THE RISE OF ALGORITHMIC DISCRIMINATION WHEN 

DATA ARE GENERATED UNDER DIFFERENTIAL ACCESS  

Consider a scenario where the goal is to develop a predictive model that will predict the 

appropriateness of heart surgery for individuals (T) or predict the specific dose of a drug to be 

prescribed.e To develop the predictive model, we rely on the EHR of a cohort of patients and 

predict a severity score (�̂�) derived from electrocardiograms measurements (Y) as a function of 

patient demographics and other diagnosed clinical conditions (X).f There are many ways the 

data generating processes for Y and X can be different for different groups of individuals with 

the same underlying severity of heart health. We will focus on one mechanism: differential 

access.  

Let there be two groups of individuals (Ri ∈{a, b}) who have differential levels of access to 

healthcare due to differences in insurance statuses, systemic barriers, and also other social 

determinants of health. We assume that individuals with more severe health states will more 

urgently seek care, but access barriers independently reduce the ability for patients to seek care 

and enter the healthcare system. A formal representation of these mechanisms using a Roy 

model (1951) is given in the Appendix. These relationships also imply that populations with 

 
e Based on our discussion in last section, we refrain from making this a binary decision, e.g. there is a certain 
threshold for the true underlying severity of heart health (Y*), above which individuals should qualify for heart 
surgery. Our framework readily extends to such binary decision under conditions described in footnote b. 
f We defer from using a Y that directly represent any human choices due to the well-establishes “selective labels” 
(Lakkaraju et al, 2017) and “bias -in/bias out” (Rambhachan and Roth, 2019) issues. 
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greater access barriers that appear in the EHR data are more severe on average, which in turn 

generates two independent sources of differential measurement errors across the groups in the 

observed data: 

First Source: The endogenous selection across the two groups described above implies that 

the true severity of heart health may be different for two groups of individuals even with the 

same severity score from electrocardiograms. This logic is illustrated in stylized Figure 1, which 

shows the association between Y* and Y across all individuals in the population, irrespective of 

the R status. In general, they are positively associated. However, since Y is not a perfect proxy 

from Y*, any given value of Y could represent a range of true underlying health severity Y*. This 

measurement error is representative of 𝜀𝑌, which again, unconditionally, does not vary by R. 

Now, under the discussed access barriers, one group has their electrocardiograms measured 

only when their true severity of the disease is higher.  

Under this data generating process, conditional on observed data, i.e, among those who have 

their electrocardiogram measured, the same score would reflect different average true severity 

for the two groups (See Appendix for a derivation). 

E(Y* | Y, R = a) ≠ E(Y* | Y, R = b).g          ( 10 ) 

Following the relationship between Y and Y* from (1), and by Bayes rule,h it can be said that the 

expected measurement error 𝜀𝑌 is different for the two groups: 

E[𝜀𝑌 | R = a, Y*] ≠ E[𝜀𝑌 | R = b, Y*] ≠ 0         ( 11 ) 

Without loss of generality, if group a is the one that is facing more stringent access, then E(Y* | 

Y, R=a) > E(Y* | Y, R=b). That is, true severity will be higher for group a, given the level of 

observed severity score, compared to group b. This impliesh 

 E[𝜀𝑌 | R = a, Y*] < 0 < E[𝜀𝑌 | R = b, Y*].i         ( 12 ) 

Second Source: Since some of the factors in X that we use for prediction may also be affected 

by the same endogenous selection as in Y, we would expect a similar form of measurement 

errors in them. For example, let X represent diagnosed conditions as in an Elixhauser index, 

Charlson comorbidity index, or the Hierarchical Condition Categories. These diagnoses are 

recorded conditional on individuals engaging with the health care system. For example, a binary 

 
g Hereon, Y represents observed Y in the data. 
h EY[Y*| Y, R] = EY

*[EY[Y* | Y, Y*, R]] = EY
*[EY(Y - 𝜀𝑌 | Y, Y*, R]] = Y – EY

*[𝜀𝑌 | Y*, R] 
i Since E[𝜀𝑌]=0 and E[𝜀𝑌|Y*] = 0 
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diagnosed diabetes status of one may reflect a more severe form for the disease among the 

group with stringent access barriers than those with fewer barriers. Let the measurement error 

in X be denoted as: 

X = X* + 𝜀𝑋,             ( 13 )  

where X* is the true severity of the condition, and 𝜀𝑋 is the measurement error, E[𝜀𝑋] = 0 and 

E[𝜀𝑋|X*] = 0. This is a typical error-in-variables model. From the above discussions and mirroring 

Eqs (8) and (9), we can say 

E[𝜀𝑋 | R = a, X*] ≠ E[𝜀𝑋 | R = b, X*]  ≠ 0.         ( 14 ) 

Consequently, this implies that the true severity of diabetes may be higher among individuals 

with diagnosed diabetes in group a (with access barriers) than in the group b : 

 E[𝜀𝑋 | Ri = a, X*] < 0 < E[𝜀𝑋 | Ri = b, X*].         ( 15 ) 

Deviation from typical measurement error formulations: In measurement error formulations, 

when the goal is to regress X on Y, it is well known that 𝜀𝑌, the classical measurement errors in 

Y (first source) do not bias the coefficient estimate on X, whereas 𝜀𝑋, the error-in variable for X 

(second source) makes X endogenous and hence biases the coefficient estimate on X. 

However, because we do not use the information on R to build these algorithms, the deviation of 

�̂� from Y* will be differential for the two groups, and these differences are affected by the 

measurement errors in both Y  and X. 

To see this intuitively, if one is able to run a regression like: �̂� =  𝛽0 +  𝛽1𝑅 + 𝛽2𝑌∗ + 𝑤,  

algorithmic discrimination would be captured by the coefficient 𝛽1. This, in spirit, is similar to the 

outcomes-based benchmark test proposed by Arnold et al. (2020),j where they rely on quasi-

experimental data that ensures equivalent distribution of Y* across R and therefore run this 

regression without observing Y*, which they extrapolate back to the whole data. In the absence 

of quasi-experimental approach, one must rely on some external data where 𝑌∗is available to 

implementthe above regression.  If AD is present, the estimates of 𝛽1 will deviate from zero 

because the implied regression here is: 𝑌∗ =  𝛽0/(1 − 𝛽2) +  𝛽1𝑅/(1 − 𝛽2) + ℎ(𝑤, 𝜀𝑌, 𝜀𝑋), and R 

is correlated with both 𝜀𝑌 and 𝜀𝑋 through endogenous selection (based on (12) and (14)). A 

more structured derivation of this intuition is presented next.  

 
j This test is distinct from marginal outcomes tests used to detect total discrimination, as in Hull (2021), which 
entails estimating and comparing race-specific marginal treatment effects of certain decisions.   
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The implication of Measurement Errors for Predictions: Let a true stylized relationship 

between the X* and Y* be represented in the form of a linear model: 

Y* = α0 + α1𝑋∗ + 𝑢, where u represents the error with 𝐸(𝑢|𝑋∗) = 𝐸(𝑢|𝑋∗, 𝑅) = 0    ( 16 ) 

Assume that 𝐸(𝑢 ∙ 𝜀𝑌) = 𝐸(𝑢 ∙ 𝜀𝑋) = 0, that is u is independent of the measurement errors in Y 

and X. Since we neither observe Y* or X* in the data, introducing these measurement errors 

gives: 

(Y - 𝜀𝑌 ) = α0 + α1(X - 𝜀𝑋) + 𝑢 

=> Y = α0 + α1X + (𝑢 + 𝜀𝑌 - α1𝜀𝑋)          ( 17 ) 

We train our algorithm using Y and X, and even if we make sure that we have found an 

unbiased estimator, signifying E((𝑢 - 𝜀𝑌 - α1𝜀𝑋)) = 0, �̂� = �̂�[𝑌|𝑋] will be a biased estimator of Y*. 

This is because �̂� =  �̂�0 + �̂�1𝑋 , and 𝐸(�̂�1) ≠ 𝛼1 because of the correlation of X with the error 

term.  

Specifically, 

E(�̂�1) =  𝛼1 +  𝛾𝐸[𝑋 ∙(𝑢 + 𝜀𝑌 - α1𝜀𝑋)], where 𝛾 > 0, and 

𝐸(�̂�0) =  𝛼0 −  𝛾𝐸(𝑋∗) ∙ 𝐸[𝑋(𝑢 + 𝜀𝑌 - α1𝜀𝑋)] = 𝛼0, assuming X* is normalized to have mean zero. 𝛾 

is a positive constant depending on the variances of X and 𝜀𝑋. 

Typically, we will only worry about the bias in estimating 𝛼1 due to the correlation between X 

and 𝜀𝑋, as 𝐸[𝑋(𝑢 + 𝜀𝑌) ]= 0, by definition. However, when it comes to resource allocation based 

on predictions, disparate allocations because of AD would involve the measurement errors in Y, 

too.  

Δ* = E[ E[�̂� | R = a, Y*] - E[�̂� | R = b, Y*] ] 

= E[ E�̂�0 + �̂�1𝑋 | R = a, Y*] - E [�̂�0 + �̂�1𝑋 | R = b, Y*] ] 

= E[ 𝛼0 + 𝛼1𝑋 +  𝛾𝐸[𝑋 ∙(𝑢 + 𝜀𝑌 - α1𝜀𝑋)| R = a, Y*] ] 

- E [𝛼0 + 𝛼1𝑋 +  𝛾𝐸[𝑋 ∙(𝑢 + 𝜀𝑌 - α1𝜀𝑋)| | R = b, Y*] ] 

= E[ E[𝑌∗| R = a, 𝑌∗] - E[𝑌∗ | R = b, Y*] ] + 

E[ 𝛾𝐸[𝑋 ∙ 𝜀𝑌| R = a, Y*] - 𝛾𝐸[𝑋 ∙ 𝜀𝑌| R = b, Y*] ] + 
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   E[𝛾𝛼1𝐸[𝑋 ∙ 𝜀𝑋 | R = b, Y*] - 𝛾𝛼1𝐸[𝑋 ∙ 𝜀𝑋 | R = a, Y*]]  

 

              ( 18 ) 

Eq (18) corresponds to the model we started off in (9) and indicates that the AD arises due to 

the two sources of measurement errors. Specifically, even though we have assumed that the 

measurements of X or Y are independent of the errors of the other, i.e, E[X∙ 𝜀𝑌] = E[Y∙ 𝜀𝑋] = 0, 

conditional on R, these relationships are no longer independent. For example, 

E[X∙ 𝜀𝑌|R] = E[X|R]·E[𝜀𝑌|R] ≠ 0, 

where the last inequality follows from (14).k Also, from (15), we can say that 

E[X∙ 𝜀𝑌|R = a, Y*] < 0 < E[X∙ 𝜀𝑌|R = b, Y*]         ( 19 ) 

The real challenge of AD is that it is difficult to put a sign on this bias. The second difference in 

(18) is different from zero and negative by construction, following the logic in (19). The third 

difference, driven by the difference measurement error in Xs between the two groups, is positive 

(see Appendix for a derivation). Consequently, AD can exacerbate existing disparities and, in 

very specific situations, can sometimes overcome them.  

In sum, AD arises when there are measurement errors in either Y or X and endogenous 

selection for participation in observed data. Note that both of these phenomena are required to 

generate algorithmic bias. 

A very specific extension of this challenge with AD is the use of data generated under the 

presence of human discrimination between the two groups (Rambachan and Roth, 2019). We 

had assumed that there was no human discrimination in our framework. However, for example, 

if individuals in the group a are historically discriminated against (conditional of any algorithmic 

predictions), AD can sometimes help overcome this human discrimination-induced disparity 

(also called arbitraging discrimination, Rambachan et al. 2020) or even exacerbate it depending 

on the magnitudes in (18). 

 

MITIGATING ALGORITHMIC DISCRIMINATION - CHALLENGES AND SOLUTION 

 
k E[𝜀𝑌|R] = EY*[E[𝜀𝑌|R, Y*]] ≠ 0. 
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Our prior discussion on algorithmic discrimination through the lens of measurement errors can 

also help us understand when some of the proposed solutions to AD may or may not work. The 

suite of methods to deal with AD can be broadly denoted as observational algorithmic fairness 

methods that define specific formalizations of fairness objectives and then provide an overview 

of approaches to meet the specific forms of fairness. Reviews of such objectives can be found 

elsewhere (Mitchell et al. 2021). It is important to note that there is no consensus definition of 

universal fairness. Once one selects a specific fairness objective and the methods to achieve 

that objective, the method still only meets that specific goal rather than any overall form of 

fairness that invokes multiple fairness objectives. Therefore, analysts should first decide which 

general notion of fairness they wish to meet and how to operationalize that objective. It is often 

impossible to meet different forms of fairness simultaneously as they may inherently be in 

opposition to each other (Kleinberg et al, 2016; Pfohl et al, 2021).  While measures of fairness 

may not be able to achieve the desired level of universal fairness, there is still value in 

considering fairness definitions and their resulting solutions. They can still play an important role 

by increasing the transparency of the implementation process by forcing explicit decisions 

concerning these tradeoffs and transparency of the task-specific scenario and fairness goals. 

Therefore, algorithm developers or implementers should closely examine the desired notions of 

fairness, its specific implementation, and the tradeoffs that best meet the given scenario's 

fairness objective. These decisions should consider the broader social context and be informed 

by stakeholders who will be affected by these decisions. In this work, our fairness objective was 

determined by (6).  

Given any fairness objective criterion, approaches that achieve it fall into three categories based 

on the point in the learning process at which fairness is addressed: the preprocessing, model 

fitting, or post-processing phase (Zink and Rose, 2020). Preprocessing techniques attempt to fix 

biases in the data before the model is trained. These methods then transform or change the 

data to remove discrimination before a model is fit to that data (Kamiran and Calders, 2009; 

Zemel et al, 2013, Luong). Further details on these approaches can be found in D'Alessandro et 

al. (2017).  

Similarly, post-processing techniques attempt to meet fairness objectives by modifying the 

resulting classifications from a given model to make an explicit tradeoff in outcomes between 

protected and non-protected groups (D'Alessandro et al, 2017). A common approach is to find a 

classification threshold using the resulting prediction function that optimizes the desired fairness 

objective (Dwork et al, 2012; Hardt et al, 2016; Kleinberg et al, 2018). Here, the approaches 

separate the assessment of fairness from the optimization of performance during model fitting. 

Therefore, the fairness objective can be applied to any predictive model to achieve the desired 

form of fairness (D'Alessandro et al, 2017). However, the tradeoff between model performance 
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and fairness is then not directly controlled. Also, post-processing approaches naturally imply 

that a different standard is used to allocate treatment across two groups even when using the 

same prediction model. Such differential allocation standard, in itself, can be viewed as unfair. 

Further details about post-processing approaches can be found in Lohia et al. (2018). 

 Here, we will focus mainly on the model-fitting approach using a specific fairness criterion. 

 

Equalized Odds (EO) Criterion 

We focus on a few objectives that are considered to be a better representative of fairness and 

highlight how certain implementation of these goals in algorithms may or may not fail to meet 

these goals under the different measurement errors described above. The main fairness 

objectives that we will focus on is the Equalized Odds (EO) criterion and its several sub-criteria. 

The EO criteria are usually invoked when Y* is binary, and consists of balancing True Positive 

Ratios (TPRs) and False Positive Rations (FPRs) across groups. Subset criteria for Equalized 

Odds are also used. For example, the notion of Equal Opportunity only requires the TPRs to be 

similar across groups (Hardt et al, 2016). Similarly, the notion of Predictive Equality requires 

similarity of FPRs only (Verma & Rubin, 2018). However, following our framework, we will use a 

version of the EO criterion that can be applied to continuous Y*. Specifically, this criterion 

mirrors the AD criterion set in (6) and demands that this should be less than certain thresholds 

for every level of Y*. 

E[ �̂� | R = a, Y*] - E[�̂� | R = b, Y*] ≤ ɛ          ( 20 ) 

An accurate classifier, which does not generate AD, should meet this condition. Typically, these 

criteria are implemented in a prediction model through a constrained optimization approach or a 

penalized regression (Calders et al. 2013; Zink and Rose 2020). For example, a penalized 

regression likelihood function can be written as: 

 Maxα F(Y* | X, α) + π·(𝐸∈𝑅=𝑎[𝑌∗ −  �̂�] −  𝐸∈𝑅=𝑏[𝑌∗ −  �̂�])
2
,      ( 21 ) 

where π is a hyperparameter π that can be user-specified or chosen via cross-validation.  

If there is no measurement error in the outcome, then such a criterion helps to eliminate the AD 

directly. The real challenge lies in implementing such a criterion to develop algorithms when Y* 

is not directly observed in the data. Consequently, implementation of EO is based on Y rather 

than Y* (Calders et al., 2013): 

E[ �̂� | R = a, Y] - E[�̂� | R = b, Y] ≤ ɛ          ( 22 ) 
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Enforcing (22) in algorithms will not necessarily eliminate AD, since AD will still persist in the 

form: 

Δ* = E[ E[�̂� | R = a, 𝜀𝑌]] - E[�̂� | R = b, 𝜀𝑌]] ],         ( 23 ) 

which may or may not exacerbate the AD problem (see Appendix for derivations). Therefore, 

although the measurement error literature on endogeneity has mostly focused on paying close 

attention to measurement errors in the independent variables, to address AD, one must also 

pay close attention to measurement errors in the outcomes. 

 

DISCUSSIONS 

The implementation of predictive algorithms has the potential to transform health care. 

However, methodological and broader fairness concerns point towards the potential for these 

algorithms to directly or indirectly perpetuate or introduce health disparities. Additional 

difficulties arise with the complexities of interactions between membership towards protected 

groups. Problems can arise due to historical inequities in healthcare but also through 

healthcare's intersection with broader discrimination against protected classes. For instance, 

structural racism in domains such as housing, education, employment, and criminal justice 

create complicated relationships that will impact health scenarios where developers attempt to 

achieve fairness with respect to race (Pfohl et al, 2021; Bailey et al, 2017; Bailey et al, 2018). 

Additionally, classification by race, in particular, entangles historical and ongoing structural 

racism while also reinforcing the idea of race as a valid way to categorize people rather than a 

socially constructed classification (Hanna et al, 2020; Pfohl et al, 2021).  

This paper provides a brief overview of the range of health economics studies vulnerable to AD. 

We then offer an overarching statistical framework of AD through the lens of measurement 

errors, which is familiar to the health economics audience. Specifically, we show that AD only 

exists when measurement errors exist in either the outcome or the predictors and when there is 

endogenous selection for participation in the observed data. The absence of any of these 

phenomena would eliminate algorithmic bias. We then discuss under what conditions some of 

the bias-mitigating strategies proposed in the computer sciences literature may or may not work. 

Specifically, we focus on the equalized odds constraints and show that such constraints may 

worsen the problem in the presence of measurement error in the dependent variable.  

The general recommendation to applied researchers is to pay special attention to selecting the 

depending variable for their algorithms. Measurement errors in the dependent variable, in the 

presence of endogenous selection, will give rise to AD that is not easily addressable using 
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model fitting approaches. Another recommendation is to explore penalized approaches to 

explicitly enforce fairness criteria in their regressions.  

Difficulties over complex empirical problems and difficulties in fairness objectives do not mean 

that algorithms cannot add value to health outcomes research and clinical decision-making. 

However, their use must be informed by a broader view of the social contexts surrounding 

protected classes' membership. Consideration of fairness notions can increase transparency 

and force developers to explicitly and transparently consider context-specific fairness and its 

tradeoffs. Alternative fairness definitions can also be implemented to monitor progress towards 

fairness. Rigorous focus, though, should be given to understanding the scenario-specific 

importance of different forms of fairness, the data generating process, the causal structure of 

involved data features, and the inherent tradeoffs between important measures of fairness when 

training and applying models. Otherwise, discrimination may be an unintended consequence of 

implementing care based on even generally accurate predictive models. These difficulties also 

require engagement from the stakeholders that will be affected by these decisions as well as 

constant and iterative monitoring. Only with these considerations can we hope that all patients 

can benefit from these technologies.  
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APPENDIX 

A Roy's Model representing endogenous selection 

A standard binary choice threshold crossing model for seeking care (D) is written as 

D = 1[D* > 0], 

where 1[.] is an indicator. A typical random utility model representing D* is 

𝐷∗ = 𝑔(𝑌∗, 𝐶) − 𝑉.  

 Here, C represents the cost of accessing health care. 𝑉 ⊥ 𝜀𝑌 (V is independent of 𝜀𝑌). The 

propensity score or choice probability is  

𝑃(𝑦∗, 𝑐) = Pr(𝐷 = 1|𝑌∗ = 𝑦∗, 𝐶 = 𝑐) = Pr(𝑔(𝑦∗, 𝑐) > 𝑉) = 𝐹𝑉(𝑔(𝑦∗, 𝑐)) 

Where FV is the distribution of V which is assumed to be continuous.  Without loss of generality, 

it is asserted that 𝜕𝑃(𝑌∗, 𝐶)/𝜕𝑌∗> 0 (increase in severity of health condition increases the 

likelihood to seek care), and 𝜕𝑃(𝑌∗, 𝐶)/𝜕𝐶 < 0 (increases in the costs of accessing health care 

decreases the liklehood of seeking care).  

Let the cost of accessing health care be greater for group R = a compared to group R = b. This 

implies that Ca > Cb => Pr(𝐷|𝑌∗, 𝑅 = 𝑎) < Pr(𝐷|𝑌∗, 𝑅 = 𝑏). Therefore, even when the marginal 

distribution of 𝑌∗ is the same across the two groups, (i.e, Pr (𝑌∗|𝑅 = 𝑎) = Pr (𝑌∗|𝑅 = 𝑏), by 

Bayes Rule, 𝐸(𝑌∗|𝐷, 𝑅 = 𝑎) >  E(𝑌∗|𝐷, 𝑅 = 𝑏). This inequality can also be extended conditional 

on every value of Y among those who seek care. Ie.e 

𝐸(𝑌∗|𝐷, 𝑌 𝑅 = 𝑎) >  E(𝑌∗|𝐷, 𝑌, 𝑅 = 𝑏). 

Let observed data on measured outcomes, e.g, electrocardiogram scores, be denoted as  

𝑌𝑂𝐵𝑆 = 𝐷 ∙ 𝑌 

Therefore,  

𝐸(𝑌∗|𝑌𝑂𝐵𝑆 = 𝐷 ∙ 𝑌, 𝑅 = 𝑎) >  E(𝑌∗|𝑌𝑂𝐵𝑆 = 𝐷 ∙ 𝑌, 𝑅 = 𝑏). 

 

Derivations for Eq (16) 

𝐸[𝑋 ∙ 𝜀𝑋 | R, Y*] 
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= 𝐸𝑋∗[𝐸[(𝑋∗ + 𝜀𝑋) ∙ 𝜀𝑋 | R, Y*, X*]] 

= 𝐸𝑋∗[𝑋∗ ∙ 𝐸[𝜀𝑋| R, Y*, X*] + 𝐸[𝜀𝑋
2| R, Y*, X*]] 

 

Replacing this in the last term of (16): 

E[𝛾𝛼1𝐸[𝑋 ∙ 𝜀𝑋 | R = b, Y*] - 𝛾𝛼1𝐸[𝑋 ∙ 𝜀𝑋 | R = a, Y*]]  

= E[ 𝐸𝑋∗[𝑋∗ ∙ (𝐸[𝜀𝑋| R=b, Y*, X*] - 𝐸[𝜀𝑋| R=a, Y*, X*]) 

  + (𝐸[𝜀𝑋
2| R=b, Y*, X*]] - 𝐸[𝜀𝑋

2| R=a, Y*, X*])]] > 0, 

where the last inequality arises from the assumption that 𝜀𝑋 is homoscedastic (which implies 

that the last difference in the above equation drops out), and the established relationship from 

(12).  

 

Derivations for Eq (20) 

E[�̂� | R , Y*] = E[�̂� | R , Y, 𝜀𝑌] = hR(Y, 𝜀𝑌), which is a function of Y and 𝜀𝑌. Assuming this is a 

linear function, 

hR(Y, 𝜀𝑌) = g1R(Y) + g2R(𝜀𝑌) = E[�̂� | R , Y] + E[�̂� | R , 𝜀𝑌] 

Therefore,  

Δ* = E[ E[�̂� | R = a, Y*] - E[�̂� | R = b, Y*] ] 

~ E[ E[�̂� | R = a, Y] - E[�̂� | R = b, Y] ] + E[ E[�̂� | R = a, 𝜀𝑌]] - E[�̂� | R = b, 𝜀𝑌]] ] 

Even if we enforce the first difference to be zero through the equalized odds assumption, AD. 

persists as: 

Δ* = E[ E[�̂� | R = a, 𝜀𝑌]] - E[�̂� | R = b, 𝜀𝑌]] ] 

   = E[ E[𝑌∗| R = a, 𝜀𝑌] - E[𝑌∗ | R = b, 𝜀𝑌] ] + 

   E[𝛾𝛼1𝐸[𝑋 ∙ 𝜀𝑋 | R = b, 𝜀𝑌] - 𝛾𝛼1𝐸[𝑋 ∙ 𝜀𝑋 | R = a, 𝜀𝑌]]  
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Figure 1: Measurement error due to differential access barriers 
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