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Introduction: Findings that surprised the authors 

How does globalization relate to US efforts to date—or lack of efforts—to reduce 

greenhouse gas (GHG) pollution? Has the composition of US manufacturing shifted away from 

GHG-intensive industries, in the same way that it has for industries responsible for traditionally 

regulated local air pollution, such as sulfur dioxide (SO2) and particulate matter (PM)? Has the 

US outsourced the manufacture of GHG-intensive goods, in the way that some observers worry 

about offshoring to less stringent countries, or pollution havens? Or alternatively, has the US, 

which has so far failed to regulate manufacturing GHG emissions at the national level, become a 

pollution haven for countries that have been trying to address climate change? If so, can we see 

that composition change or offshoring in changing patterns of international trade, or as it is 

popularized, “globalization”? 

This paper begins to answer some of those questions, in part motivated by recent work by 

the two of us and others asking those same questions about globalization and local air pollutants. 

That work finds that while the real output of the US manufacturing sector has increased over the 

past four or five decades, the sector’s output of local air pollutants such as SO2 and PM has 

declined.2 The bulk of that cleanup of US manufacturing can be explained by changes in the 

technology of production, rather than the composition of industries doing the production. 

Manufacturers pollute less per widget, rather than producing fewer polluting widgets and more 

clean gadgets. Of the remaining non-technological cleanup explained by the changing 

composition of US manufacturing—fewer widgets and more gadgets—little or none has been 

due to US industries being replaced by imports. In fact, as one of us has written, “even if the 

analysis is limited to imports from developing countries, U.S. imports shifted toward cleaner 

goods faster than U.S. domestic production” (Levinson, 2010). 

All of those findings relate to local air pollutants rather than GHGs. We expected going 

into this project that we would merely replicate those answers for GHGs. The US manufacturing 

sector would be increasingly and substantially less GHG-intensive, with most of that cleanup 

explained by technological change not the composition of manufacturing, and with little or none 

                                                            
2 See Brunel (2017), Levinson (2009, 2010, 2015), and Walker and Shapiro (2018). 
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of the remaining composition change due to trade, or globalization. What we find, however, 

differs in some important ways that surprised us, but in hindsight should have been expected.  

Unlike local air pollutants emitted by US manufacturers, which have declined 

substantially since 1990, GHGs have declined by only 12 percent. That was our first surprise. 

Second, the US manufacturing sector has not shifted towards industries that are responsible for 

less GHGs. That, too, contrasts with the fact that the US manufacturing sector has shifted away 

from industries responsible for more local air pollution. That was our second surprise. 

In hindsight, much of this makes sense. Local air pollutants have been regulated in the 

US since the 1970s, when the US levied some of the world’s first and strictest standards on 

emissions of SO2, PM, carbon monoxide (CO) and nitrogen oxides (NOX). Shapiro and Walker 

(2018) show that most of the local air pollution reductions were the consequence of those 

environmental regulations. By contrast, as of this writing, the US federal government has 

imposed no manufacturing-sector restrictions on GHGs. Some states such as California and 

Massachusetts have filled the gap starting in the late 2000s, but no national regulation has 

targeted manufacturing GHG emissions. So perhaps we should not have expected manufacturing 

GHGs to decline for the same reason that local air pollution declined, because local air pollution 

was regulated and GHGs were not. 

Yet despite the lack of national efforts to regulate manufacturers’ GHGs in the US, we 

might still have had reason to expect a pattern similar to that for local air pollution. Many of the 

same manufacturing sectors that emit local air pollutants—petroleum refining, cement, metals—

also emit GHGs. So regulations that target local air pollutants affect the same sets of industries. 

If the regulations on local air pollution shifted the composition of US manufacturing toward 

cleaner, less pollution-intensive sectors, that would also shift the US industrial composition 

toward less GHG-intensive sectors. In fact, that has not happened. While composition of US 

manufacturing has shifted towards goods that emit less local air pollution, the GHG composition 

has remained largely unchanged.  

A second reason we might have expected US manufacturing GHGs to have followed a 

pattern similar to local air pollution involves the technology of abatement. Many of the GHG-

reducing technologies manufacturers use, or are expected to use, also happen to reduce local air 

pollution, mainly by reducing output or requiring more energy efficiency. For that reason, many 
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US federal GHG regulations that have been proposed, but for various reasons have not taken 

force, describe reduced local air pollution as a “co-benefit” of reducing GHG emissions.3 A 

naïve expectation, based on that co-benefit relationship, is that regulations that have successfully 

reduced local air pollution from manufacturing since the 1990s will also have reduced GHG 

emissions from manufacturing.  

It turns out, however, that those co-benefit relationships are asymmetric. Technologies 

used to abate GHG emissions—reduced output and increased energy efficiency—also reduce 

local air pollution. But technologies used to abate local air pollution do not necessarily reduce 

GHGs. Over the past 50 years US manufacturers have switched to low-sulfur coal and installed 

end-of-smokestack technologies to trap particulates. Those reduce local air pollution with no 

effect on GHGs. They may actually increase GHGs if operating abatement technologies requires 

energy. Brunel and Johnson (2019) document this asymmetry, finding “no evidence that 

stringent local pollution regulation changes GHG emissions from the non-energy sectors.”  

What does this mean for the questions we pose? Prior research showing that local air 

pollution declined substantially while manufacturing output increased does not necessarily imply 

that GHG emissions will have declined similarly. We find here that GHG emissions declined 

much less. And prior research attributing the reductions in local pollution from US 

manufacturing to the techniques used in production therefore have no implications for reductions 

in GHG pollution from US manufacturing. 

Those findings are not entirely bad news. First, even though the US manufacturing sector 

has not shifted towards less GHG-intensive industries, manufacturing-sector GHG emissions 

have not kept pace with manufacturing output. Why not? Technology must explain the 

difference. For some reason manufacturers in specific industries emit fewer GHGs per dollar of 

output. Unlike with local pollution, no federal regulations targeting GHGs can be credited with 

that cleanup. Perhaps it has been due to efforts by US states, or market forces and energy prices. 

                                                            
3 See, for example, the Regulatory Impact Analysis for the federal Clean Power Plan 

(EPA-452/R-15-003, August 2015), which projected climate benefits in 2025 of $3.1 to $35 
billion, depending on the discount rates, and local air pollution benefits that averaged $12 billion 
(in 2011 US$). Also see Aldy et al., 2020. 
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Either way, the technological cleanup is there, smaller than for local air pollution but moving in 

the right direction.  

The second hopeful interpretation of these findings involves the composition of US 

manufacturing and GHG-intensive industries. As US trading partners gradually imposed 

regulations governing GHG emission, and the US federal government did not, we might fear the 

US turning into a pollution haven for countries taking climate change more seriously. In that 

case, we should expect to see US exports shifting towards even more GHG-intensive sectors and 

US imports shifting to cleaner ones. And, again, we find here that they did not. The composition 

of imports has not been shifting towards less GHG-intensive industries since 1990. That’s true 

even if we focus on trade with high-income countries more likely to be regulating GHGs. US 

exports are equally GHG intensive as 30 years ago, and imports are, if anything, more GHG-

intensive. If there is any good news here, it is that the US is not becoming a pollution haven for 

industries relocating from countries that are trying to mitigate climate change. Any GHGs 

reduced by other countries do not, at least so far, seem to be leaking into US production.  

 

What we know so far 

Although this chapter is among the first to examine globalization and GHG emissions as 

it pertains to US manufacturing, the issues we raise are not new. That trade-environment debate 

is too extensive for review here, but we think four particular topics deserve mention: pollution 

havens, environmental Kuznets curves, environmental Engel curves, and decompositions of 

environmental changes into scale, composition, and technique.  

Pollution Havens 

The most directly relevant line of inquiry involves pollution havens. This is the concern 

that manufacturers facing strict environmental regulations will relocate their production facilities 

to countries with laxer policies—the pollution havens. Concerns about pollution havens, and 
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fears of job losses in polluting domestic industries, have been a major obstruction to the passing 

of strict environmental regulations.4 

For local pollutants, when any one country enacts a regulation, its environment becomes 

cleaner, either because its manufacturers incur the cost of cleanup (less pollution per widget) or 

because they relocate production abroad. Either option—cleanup or relocation—improves the 

local environment. But in the context of global pollutants like GHGs, the distinction between 

cleanup and relocation is critical. If national GHG reduction results from technology, the global 

climate improves. If national GHG reduction results from offshoring polluting industries, the 

regulating countries’ efforts are wasted. This relocating to avoid GHG regulations is sometimes 

called “leakage.”5 But leakage is merely a relabeling of concerns about pollution havens that date 

back to the 1970s.  

The notion that manufacturers will relocate to pollution havens is anchored in theory, but 

empirical evidence for that relocation is mixed.6 Early work reviewed in Jaffe et. al (1995) did 

not find that environmental policies affected competitiveness, defined broadly. These early 

studies relied primarily on cross-sectional data, all that was available at the time. Using panel 

data, more recent work attempts to control for unobserved heterogeneity and policy endogeneity, 

finding some evidence of pollution havens.7 For example, Millimet and Roy (2016) show that 

US states with less stringent environmental policies have higher levels of inbound foreign 

investment. They are pollution havens. However, examining the EU Emission Trading Scheme, 

Branger et al (2013) do not find an increase in net imports of cement and steel. Yet other papers 

find small effects of trade on the environment (Cole and Eliott, 2003; Frankel and Rose, 2005). 

Overall, research has shown environmental policies to be only one of the many determinants of 

                                                            
4 Dechezlepretre and Sato (2017); Semuels, Alana (2017), Do Regulations Really Kill 

Jobs? The Atlantic, https://www.theatlantic.com/business/archive/2017/01/regulations-
jobs/513563/ 

5 For a review of what we know about carbon leakage and how to address it, see Jakob 
(2020).  

6 For examples of theory, see Copeland and Taylor (1994, 1995). For mixed empirical 
evidence, see Dechezlepretre and Sato (2017). 

7 For a complete discussion of the challenges to measuring environmental stringency, see 
Brunel and Levinson (2016). For surveys of the more recent literature, see Brunnermeir and 
Levinson (2004), Dechezlepretre and Sato (2017), and Cherniwchan, Copeland and Taylor 
(2017). 

https://www.theatlantic.com/business/archive/2017/01/regulations-jobs/513563/
https://www.theatlantic.com/business/archive/2017/01/regulations-jobs/513563/
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comparative advantage. Others—such as factor endowments and technology differences—

remain much more important (Dechezlepretre and Sato, 2017; Cherniwchan et al, 2017).  

In this chapter, we do not attempt to test for pollution havens in the context of GHG 

regulations, or whether the US in particular is a pollution haven for other countries’ GHG-

intensive industries. We do not deploy a measure of GHG regulatory stringency, or try to 

identify why international trade patterns have changed. All we do is explore whether the patterns 

of US manufacturing production, imports, and exports over the past three decades are consistent 

with the US becoming a pollution haven for GHG-intensive industries relocating from countries 

enacting climate policies. 

One of the reasons we cannot definitively attribute changes we see to pollution havens, or 

the lack of pollution havens, is that countries exhibit a pattern of changing pollution intensity as 

they grow. That empirical pattern—or one version of it anyway—has acquired the regrettable 

label “environmental Kuznets curve.” 

Environmental Kuznets curve 

In the 1992 World Development Report, and in Grossman and Krueger (1995), 

researchers noted a pattern that—sometimes—appeared when environmental degradation was 

plotted against regional incomes. Poor countries tended to be relatively unpolluted; middle-

income countries the most polluted; and the richest countries relatively cleaner. The pattern 

looked like an inverted U. Because of its similarity to the unrelated relationship between income 

inequality and national incomes noted by Kuznets (1955), this pollution-income inverted-U 

pattern came to be called an “environmental Kuznets curve” (EKC). 

That finding in the early 1990s was important because it documented for the first time 

that pollution and environmental degradation do not necessarily follow lock-step with economic 

growth. In fact, there are a number of reasons why in theory pollution in rich countries might 

decline. One explanation that we do not explicitly address here because we study only the 

manufacturing sector, is a compositional shift away from manufacturing towards less polluting 

service industries. As countries develop and transition from agriculture to industry, pollution 

increases.8 Later, as they develop further and transition from industry to services, pollution 

                                                            
8 For evidence of this in Sub-Saharan Africa see Steckel et al (2020).  
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declines. That historical pattern of development could explain the inverted-U-shaped patterns 

researchers observe. Importantly, however, it would have no predictive power for future 

correlations between economic growth and pollution. Who among us can say how polluting will 

be the next phase of development that replaces services? 

A second explanation for the inverted-U-shaped pollution-income pattern, and one we do 

study here, is international trade. Countries may specialize in services or clean up the 

composition of their industries by importing from abroad the polluting industrial goods they still 

consume. That explanation gets at the core of the questions we ask at the top: have GHG 

emissions in the US been affected by changes in the composition and scale of goods it imports or 

exports? 

One pattern that does emerge from the now voluminous set of papers studying EKCs is 

that pollutants with more geographically concentrated local damages (think of polluted streams) 

are cleaned up earlier and at lower levels of economic development. That pattern makes sense, 

because local pollution has less of a free-rider problem. Global pollutants like GHGs represent 

the worst-case free-rider problem. As a consequence, it is not surprising that very little of that 

voluminous EKC research finds inverted-U-patterns for GHG emissions, and those that do tend 

to be forecasting way outside of sample.9  

For the most part, economics papers that estimate EKCs do not try to explain why those 

patterns occur. But in the very first paragraph of their 1995 paper, Grossman and Krueger 

propose a method for parsing those patters: “If the composition of output and the methods of 

production were immutable, then damage to the environment would be inextricably linked to the 

scale of … economics activity.” Motivated by this insight, a different branch of research attempts 

to parse, or decompose, changes in pollution into changes in the scale, composition, and 

technique of economic activity. That decomposition is most closely related to the questions we 

pose here because a prime candidate for changes in the composition of economic activity is 

globalization. If rich countries are cleaner because they produce relatively fewer GHG-intensive 

goods (composition), and they produce fewer GHG-intensive goods because they import them 

                                                            
9 See, for example, Narayan and Narayan (2010), Fosten et al (2012), or Holtz-Eakin and 

Selden (1995). 
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from pollution havens (globalization), then that rich-country cleanup holds little hope for 

mitigating climate change. 

Scale, Composition, Technique 

Total pollution emitted by a country is simply the product total economic output and the 

sum of each industry’s share of that output times its pollution intensity, 

 𝑃𝑃 =  �𝑝𝑝𝑖𝑖
𝑖𝑖

= 𝑉𝑉 �
𝑣𝑣𝑖𝑖
𝑉𝑉

𝑖𝑖

∙
𝑝𝑝𝑖𝑖
𝑣𝑣𝑖𝑖

= 𝑉𝑉 �𝜃𝜃𝑖𝑖𝑧𝑧𝑖𝑖
𝑖𝑖

 (1) 

where total pollution is P, pollution from each sector i is pi, total output is V, output of each 

sector is vi , each sector’s share of total output is θi, and each sector’s pollution intensity is zi. In 

the last term, V is the scale, the θ’s are the composition, and the z’s represent the technique. By 

holding the z’s fixed in a given year (or “immutable”), and comparing how pollution actually 

changed in a country over time with how it would have changed based solely on V and the 

changing θ’s , analysts decompose pollution changes documented in EKC papers into scale, 

composition, and technique described by Grossman and Krueger.  

Switching equation (1) into vector form and totally differentiating it yields: 

 𝑑𝑑𝑑𝑑 =  𝜽𝜽′𝒛𝒛𝑑𝑑𝑑𝑑 + 𝑉𝑉𝒛𝒛′𝑑𝑑𝜽𝜽 + 𝑉𝑉𝜽𝜽′𝑑𝑑𝒛𝒛 (2) 

A change in emissions (dP) in equation (2) has three channels. The first shows what would 

happen if total output changed and nothing else (dV). That’s the scale effect. More production 

should, everything else held equal, increase pollution. The second shows the effect of a change in 

the mix of goods produced (dθ), all else equal. That is the composition effect. A cleaner mix of 

industries will lead to lower emissions. And the third describes what happens if industries 

manage to reduce the pollution intensity of production (dz), with no other changes. That last 

channel is the technique effect. 

Prior work examines this decomposition for local air pollution in the US, Europe, and 

Canada. Levinson (2009, 2015) finds that between 1987 and 2001, the US manufacturing 

reduced pollution by 25 percent while real manufacturing output increased nearly the same 

amount. That cleanup cannot be explained by scale (which goes in the wrong direction, 

increasing) or the composition of industries. The overwhelming share of the cleanup, therefore, 
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must be due to changes in the technique of production, the z’s. Similar findings exist for the 

European Union (Brunel, 2017) and Canada (Cherniwchan and Najjar, 2020). And evidence 

points to the stringency of environmental regulation being an important factor behind this 

cleanup (Cherniwchan and Najjar, 2020; Shapiro and Walker, 2018).  

All these papers find that composition plays only a small role and that trade has not been 

important to the cleanup of production. In fact, they find that imports are getting cleaner faster 

than domestic production, which suggests a shift of consumption towards cleaner goods.  

That consumption shift raises a possibility not addressed by most of this decomposition 

research. There are two reasons a country’s industrial composition might shift towards cleaner 

goods. First, its citizens might consume the same goods, but import the dirty ones. That’s the 

presumption of the scale-composition-technique papers.  But alternatively, a country’s industrial 

composition could shift if its imports remain unchanged but the country’s citizens consume a 

cleaner mix of goods. This might happen if polluting goods in aggregate have income elasticities 

less than one, or so-called “environmental Engel curves” are concave. Levinson and O’Brien 

(2018) investigate this explanation, and find that US households in more recent years do indeed 

consume a less polluting mix of goods.10 So some of the historic shift of US manufacturing 

sector away from polluting industries can be explained by American consumers’ choices, not 

globalization. If that is the case for GHGs, then that portion of the composition-related cleanup 

of manufacturing is unrelated to leakage or pollution havens, and represents good news for the 

climate.  

Again, however, all the above work that decomposes emissions focuses on local 

pollutants that affect areas near emission sources, rather than global pollutants that affect the 

entire world regardless of location. And as noted, we might have expected different results for 

GHGs than for local pollutants. The United States was an early leader regulating local air 

pollutant but lags behind in regulating GHGs, with no national policy and only a few state-level 

rules. Since regulations have been found important to the local pollution cleanup, we should not 

expect the same cleanup for GHGs. While the GHG regulations imposed in other countries and 

proposed in the US are expected to reduce local air pollution, the reverse is not true. The local 

                                                            
10 Allan et al (2015) show a similar result for New Zealand. 



11 
 

pollution abatement efforts that began in the US back in the 1970 cannot be expected to have 

yielded GHG co-benefits.  

 

US Greenhouse Gas Emissions 

Because our goal is to document how globalization may have changed US GHG 

emissions, we need to start by documenting those. The bold line in Figure 1 plots the real value 

of US manufacturing output, deflated using 2011 industry-specific price indexes, and normalized 

to 100 in our base year, 1990.11 We combined the NBER-CES Manufacturing Industry Database, 

which stops in 2011, and the Census Bureau Annual Survey of Manufacturers (ASM), available 

on-line beginning in 2002. For the years from 2002 to 2011 when the two series overlap and 

differ slightly, we use a year-weighted average that puts more emphasis on the NBER-CES data 

in the earlier years and more weight on the ASM data closer to 2012. For the price deflation, the 

early PPIs come from the NBER-CES data, and later years from the Bureau of Labor Statistics 

(BLS).12 Manufacturing output grew slowly and unevenly, by about 27 percent.  

The dashed lower line in Figure 1 plots actual GHG from manufacturing, approximated 

using all industrial emissions less mining and natural gas and petroleum systems from the 

Environmental Protection Agency (EPA) Greenhouse Gas Inventory Data. If the composition 

and production technologies remained the same, that dashed line plotting GHG output would 

mimic the solid line plotting manufacturing output. Instead, it drops, also slowly and unevenly. 

By 2016, GHGs from US manufacturing were about 12 percent below their 1990 levels. US 

manufacturing GHG emissions have fallen even though output grew, a difference that must be 

due to composition or technique.  

To find the share of that cleanup due to composition, we predict US manufacturing 

emissions using equation (1). We multiply each industry’s manufacturing output in each year 

(vit) by its pollution intensity (zi), where the pollution intensity is held fixed, or in Grossman and 

Krueger’s words, “immutable.” The industry-level detail necessary to calculate GHG pollution 

                                                            
11 Except for computers, NAICS code 334, which we did not deflate. 
12 We provide more detail on the specific challenges of the deflation in the next 

subsection.  
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intensities come from the EPA Greenhouse Gas Reporting Program (GHGRP), available for 

individual facilities from 2010 to 2016. Facilities that emit more than 25 thousand metric tons of 

carbon dioxide equivalent report emissions to the GHGRP. The data cover more than 8,000 

facilities, 2,522 of which are in the manufacturing sector, and represent approximately 50% of 

total US GHG emissions. 13 We aggregate the data to the industry level by summing total direct 

emissions across facilities within each six-digit manufacturing code. Dividing total emissions by 

total output creates an emissions coefficient for each six-digit industry. Each of the seven thin 

lines in Figure 1 predicts GHG emissions from US manufacturing using emissions intensities 

calculated using a different year of the industry-specific GHG data, from the 2010 through 2016 

versions. Those thin lines demonstrate the effects of the scale and composition of US 

manufacturing on GHG emissions, holding constant GHGs per dollar of output.  

Table 1 documents the changes in US manufacturing and GHG emissions depicted in 

Figure 1. From 1990 to 2016, US manufacturing grew 26.7 percent, GHG emissions fell 12.3 

percent, and, if we predict manufacturing GHG emissions using equation (1) and the 2016 

emissions intensities, those predicted emissions would have risen 26.2 percent.  

The numbers in Table 1 and Figure 1 have a stark implication. The decline in GHG 

emissions from US manufacturing, though not large, has come from technology changes, not a 

decline in manufacturing output or the share of GHG-intensive industries.14 The seven thin lines 

in Figure 1 nearly overlay the thick line that plots manufacturing output, indicating that the 

relative share of GHG-intensive industries in US manufacturing has remained nearly constant. 

The reduction in GHG emissions from US manufacturing has not been due to the US switching 

to less GHG-intensive industries. That suggests, but does not entirely prove, that the US’s lack of 

climate effort has not led to it becoming a pollution haven for global GHG-intensive industries. It 

could be, in theory, that global GHG-intensive industries have relocated to the US, and that US 

emissions would have declined even further in the absence of that leakage into the US. Ruling 

that out requires that we consider US imports and exports. 

                                                            
13 GHGRP key facts and figures available at https://www.epa.gov/ghgreporting/key-facts-

and-figures. 
14 Note that declining GHGs from manufacturing have not been the result of 

manufacturers purchasing more power from utilities and generating less on-site. The share 
generated onsite has held steady at around 12 percent since 1998 (EIA, 2017). 

https://www.epa.gov/ghgreporting/key-facts-and-figures
https://www.epa.gov/ghgreporting/key-facts-and-figures
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But before examining the international data, we need to secure two loose ends regarding 

Figure 1. The first involves the sources of data and levels of disaggregation. And the second 

involves a comparison with an analogous version of analysis of Figure 1 calculated for local air 

pollutants.  

 

Price deflation 

As noted, for the value of output (the vit’s) we use the real, inflation-adjusted value of 

shipments. To adjust for inflation, we use industry-specific producer price indexes (PPIs) from 

two sources: the NBER-CES data and the Bureau of Labor Statistics (BLS). The two series are 

indexed at distinct points in time, and it makes a difference which one we choose. If we index 

prices in a year when a particular industry had abnormally high prices, then our analysis would 

presume that industry has a relatively larger share of overall manufacturing output and a lower 

share of emissions per unit of output. We would exaggerate that industry’s size and understate its 

GHG-intensity. We present our main results here using prices fixed in 2011, the last year of 

overlap between the two series. For comparison, in Table 1 column (2), we also show results 

indexing prices fixed in 1998, the first year of overlap. Although the magnitudes change, our 

main conclusions do not. 

The industry-specific price deflation matters particularly for energy-intensive industries 

that are key to GHG emissions. Oil prices peaked in 2009 and again in 2011-15, inflating the 

dollar value of shipments by energy-intensive industries. If we only deflate those industries’ 

outputs by the overall PPI, that would exaggerate their real output during those years. Doing so 

would make it seem as though the US industry composition shifted towards GHG-intensive 

industries, when in fact only the prices of their products rose. Using industry-specific PPIs solves 

that problem. 

For computer-related industries, industry-specific PPIs create a different problem. Many 

of those industries have seen spectacular drops in PPI. For example, the PPI for “Computer 

Storage Devices” (NAICS code 334112) fell by 90 percent from 1990 to 2016. Applying that 

price index directly would inflate the nominal output of computer storage by a factor of 10, 

making it seem as though US manufacturing shifted dramatically to from that industry, when in 

fact only the quality-adjusted prices of its products fell. But we do not believe manufacturing a 
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computer storage device that is 10 times better uses 10 times the GHG emissions. We have 

examined our results two ways, by dropping entirely from the analysis industries with the three-

digit NAICS code 334 (Table 1 column (3)), and by including those industries but without 

adjusting their shipment values for price inflation (Table 1 column (1)). The difference is 

insignificant and we focus on the results that include the undeflated values for these computer-

related industries.  

 

Emission coefficients and the technique effect 

Because the EPA only recently began requiring facilities to report GHG emissions, the 

GHG emission coefficients can only be calculated for the later years of our sample (2010-2016). 

This means two things. First, we cannot estimate changes in pollution intensities over the whole 

time period and therefore technique will be calculated as a residual: the difference between 

actual emissions and emissions predicted from scale and composition.15  

Second, because the emissions coefficients are available only at the end of our time 

period, the predicted residual technique effect is analogous to a Paasche price index of consumer 

price inflation. Recall that a Paasche index measures inflation by comparing this year’s actual 

expenditures to what last year’s expenditures would be at current prices. The alternative, a 

Laspeyres index, compares last year’s actual expenditures to what this year’s would be at last 

year’s prices. If consumers react to price changes by purchasing more of the relatively less 

expensive goods, a Laspeyres index overstates inflation and a Paasche index understates it.  

In our analyses, we are estimating the role of technology (the z’s) on pollution from 

manufacturing, not the effect of price changes (the p’s) on the cost of living. If over time the US 

manufacturing sector produces more output in industries with the fastest-falling pollution 

intensities, our Paasche index will overstate the technique effect. Without GHG intensity data 

from early years, we cannot make the comparison using the Laspeyres equivalent. But unlike 

with price inflation, no theoretical reasons would suggest that one index should be larger than 

another, and Levinson (2015) shows that the distinction is immaterial for local air pollutants.  

                                                            
15 That is the approach taken by almost all prior work on this topic for local air pollutants. 

The only exception that examines changes in pollution intensities, the z’s, is Levinson (2015). 
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Aggregation  

The calculations behind Table 1 and Figure 1 require both aggregate and industry-level 

data. Our task would be simpler if the data on GHGs, production, prices, and international trade 

all used the same industry definitions, and did so consistently over time. They do not, and so we 

must improvise in a few places.  

We start with the more than 400 manufacturing industries classified by six-digit NAICS 

codes from 1990 to 2016. And, in fact, we could have done all of the analysis in Figure 1 using 

those industry definitions. But in the next section, we use data on US imports and exports by 

industry, and so we need to change the level of disaggregation for two reasons. 

First, the trade come from the UN Comtrade database, which are organized by 

Harmonized System (HS) product codes. We used concordances from Pierce and Schott (2012) 

to convert the Comtrade data from the HS classifications to six-digit NAIC industry codes.16 

More difficult, with imports we need to account for GHG emissions embodied in 

intermediate goods not imported directly. Think of it this way. If a car is assembled in the US, 

using glass made in the US, steel imported from India, and rubber from Vietnam, then the US 

domestic GHG emissions come from assembly and glass production, not from steel or rubber 

production. All of the relevant GHGs are counted in the EPA emissions data, which include 

vehicle assembly and glass production, and appropriately exclude the steel and rubber. And all of 

the relevant industry production is included in the Census Bureau’s manufacturing output data. 

The data behind Figure 1 are complete.  

If the US imports that same car from Korea, we want to know the amount of GHGs that 

would have been omitted in the US had the car been assembled here. We call those “US 

emissions displaced by imports.” For that we need to know the emissions from all of the inputs 

to manufacturing that car, the inputs to those inputs, and so on ad infinitum up the supply chain. 

And, we also need to know what fraction of that car’s intermediate inputs would typically have 

been imported, because importing the car itself wouldn’t displace those inputs’ emissions.  

                                                            
16 https://sompks4.github.io/sub_data.html 

https://sompks4.github.io/sub_data.html
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To account for intermediate inputs to imports, we use the Bureau of Economic Analysis 

(BEA) matrices of total domestic requirements by industry for 2007 and 2012, also following 

NAICS codes. Using these input-output matrixes and the emissions and production data, we 

calculate 14 different pollution intensity coefficients for trade: 7 years of GHGRP emissions data 

and 2 years of BEA input-output matrices. The BEA input-output matrixes use a different set of 

industry codes. We create a concordance between the BEA industry codes and the NAICS codes, 

leaving us with 235 manufacturing industries. To be consistent across the analyses, domestic in 

Figure 1 and imports and exports in what follows, we collapse all of the analyses to these same 

235 industries.  

Using 235 BEA industries rather than 400-plus NAICS industries unavoidably 

understates any composition changes. For example, NAICS codes 331315 (aluminum sheet, 

plate, and foil manufacturing) and 331318 (other aluminum rolling, drawing, and extruding) are 

combined into a single BEA code. The BEA-level analysis of the composition effect will 

therefore miss any changes in the relative shares of those two NAICS industries. As a check, we 

created a version of Figure 1 (not reproduced here) using the NAICS-level disaggregation. The 

composition shift—predicted emissions based on 2016 GHG reporting—looks nearly identical. It 

still tracks the total manufacturing output closely. Using the more aggregate BEA industries does 

not affect our conclusion that nearly all the reduction in US manufacturing emissions has come 

from technique, not from a change in the composition of US manufacturing.   

  

US Industries and Local Air Pollution.  

We have one last important note to make about US GHG emission before moving on to 

globalization and trade. The pattern visible in Figure 1—manufacturing increasing but pollution 

decreasing, with the cleanup largely explained by technology rather than composition—is similar 

but less dramatic than that for local air pollutants documented by previous research for previous 

time periods. To compare our results here directly, rather than just by reference to prior papers, 

Figure 2 plots versions of Figure 1 calculated for local air pollution. The overall manufacturing 

pollution data and industry-level emissions used to calculate emission intensity coefficients both 

come from the National Emissions Inventory for four local pollutants—NOx, SO2, CO, and 

PM10. The four panels of Figure 2 largely corroborate prior findings. Manufacturing grew over 
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the past few decades, as documented by the solid line, which is identical in each of the four 

panels. Pollution fell dramatically for three of the four local air pollutants, while the decrease in 

PM10 emissions is more similar to the GHG trends. And while there may have been a small 

composition shift towards cleaner industries, most of the gap between the growth in 

manufacturing and the decline in pollution must be explained by technique. The pattern is more 

pronounced for local air pollutants in Figure 2 than for GHGs in Figure 1. As before, Table 1 

reports the specific percentage changes. 

The difference between these calculations for global and local pollutants is unsurprising 

given the regulatory landscape in the US. Local pollutants are subject to the Clean Air Act 

(CAA), which since the 1970s has required that every county in the US meet uniform national air 

quality standards. Counties that fail to achieve the standards must impose policies to reduce 

emissions. The national standards are tightened intermittently, and research has shown them to 

have resulted in less local air pollution.17 GHGs, on the other hand, remain largely unregulated in 

the US, at least at the national level. No federal regulation governs GHGs emissions from 

manufacturing. Two regions did implement their own GHG policies in the late-2000s—the 

Northeast’s Regional Greenhouse Gas Initiative and California’s Global Warming Solutions 

Act—but only the Californian plan covers the industrial sector. The contrast in US regulatory 

stringency between local and global pollutants may explain why the decline in GHG pollution 

from manufacturing has been smaller than the decline in most local air pollutants.  

Figure 1 shows that GHG emissions from US manufacturing have declined while US 

manufacturing output increased. That does not rule out the possibility of the US acting as a 

pollution haven for countries that have regulated GHGs more aggressively. It could be that US 

manufacturing emissions would have fallen more without that leakage. To examine that 

possibility, we turn to the international trade data.  

 

Finally, Globalization 

In principle, we use the same strategy to study emissions due to US imports and exports 

as we do for US domestic GHG emissions. We compare changes in the dollar value of shipments 

                                                            
17 For recent evidence, see Shapiro and Walker (2018), Cherniwchan and Najjar (2020) 

and Chan and Zhou (2020). 
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to changes in the GHG emissions predicted by those shipments, where the predictions come from 

changes to their scale and composition, holding technology—GHGs per dollar of value—

constant for each industry. We calculate versions of equation (1) applied to trade:  

 𝑃𝑃𝑇𝑇𝑇𝑇 =  �𝑝𝑝𝑖𝑖𝑇𝑇𝑇𝑇

𝑖𝑖

=  𝑉𝑉𝑇𝑇𝑇𝑇�𝜃𝜃𝑖𝑖𝑇𝑇𝑇𝑇𝑧𝑧𝑖𝑖
𝑖𝑖

 (3) 

where TF refer to “trade flows,” either imports (M) or exports (X).18   

For exports, the emissions coefficients (zi) are the same as used for the US domestic 

analysis. They are based on US data and describe technology employed in US manufacturing. 

Pollution from exports, PX, then represents the amount of pollution emitted in the US from 

manufacturing those exports.  

For imports, we need to make an additional adjustment to the emissions coefficients. We 

want pollution, PM, to represent pollution that would have been emitted in the US if the imported 

goods had been produced at home. This is the relevant metric to study pollution offshoring since 

it tells us how much US pollution has been relocated abroad. But the trade data only contain 

information on the value of the good that crossed the border, not the inputs into its production. 

The imported car used steel, rubber, and glass, and manufacturing those intermediate inputs also 

created GHGs. Failure to account for intermediate inputs would understate the pollution content 

of imported final products, and understate the US emissions displaced by those imports.  

To estimate the value of intermediate inputs into imported goods, we use the Leontief 

(1970) input-output method to create pollution indices that capture the entire production chain. 

Briefly, total produced output can be described by vector x of the output of each of n industries. 

Some of that produced output is final product, and some becomes intermediate inputs to other 

industries. The vector x can be divided into those two components: 

 𝒙𝒙 = 𝑪𝑪𝑪𝑪 + 𝒚𝒚 (4) 

where y is a vector of n final product output values going to consumers, one from each of n 

industries, and C is an n×n “direct requirements” matrix. Each element cij represents the dollar 

value of input industry i needed to produce one dollar's worth of output industry j. While the US 

                                                            
18 See Kander et al (2015) for a related approach known as “greenhouse gas accounting.” 
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production data report total output x, which we need to estimate total GHG emissions, the import 

data only report y, omitting the value of intermediate inputs. We estimate what x would be for 

imports by solving for x in equation (4): 

 𝒙𝒙 = [𝑰𝑰 − 𝑪𝑪]−1 𝒚𝒚 = 𝑻𝑻𝑻𝑻 (5) 

The matrix 𝑻𝑻 = [𝑰𝑰 − 𝑪𝑪]−1 is the Leontief “total requirements” matrix. Each element tij 

contains the dollar value of input i used to produce output j, including all the inputs i used by 

other industries that are themselves inputs to j. The vector x in equation (5) thus tells us the total 

amount of all manufactured goods used to produce trade flow y. We can therefore generate GHG 

emission coefficients for our trade flows by multiplying the total requirements matrix by our US, 

domestic, final-product emission intensities: 

 𝒛𝒛∗ = 𝒛𝒛′[𝑰𝑰 − 𝑪𝑪]−1 (6) 

As a final step, it is necessary to correct the total requirements matrix to account for the 

fact that inputs into production are not necessarily produced domestically. They could 

themselves be imported. A car imported to the US from Korea might use steel as an input, but if 

that car had been assembled in the US the steel might also have been imported. In that case 

importing the car displaces US emissions from car manufacturing, but does not displace US 

emissions from steel manufacturing. Without this adjustment, the emissions coefficients 

calculated in equation (6) data would overstate the pollution embodied in imports. Technically, 

this is done by constructing a vector (d) of the share of each industry supplied by domestic 

production: 

 𝒛𝒛∗∗ = 𝒛𝒛′[𝑰𝑰 − 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝒅𝒅)𝑪𝑪]−1 (7) 

where [𝑰𝑰 − 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝒅𝒅)𝑪𝑪]−1 is the total domestic requirement matrix.  

The BEA input-output data contain versions of this matrix, [𝑰𝑰 − 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝒅𝒅)𝑪𝑪]−1. We 

multiply that by our US emissions coefficients z to generate the total emissions coefficients z**. 

Each element of the vector z** thus contains the total GHG emissions necessary to produce one 

dollar’s worth of final product, including all of the GHGs emitted by inputs to that final product, 

inputs to those inputs, and so on. There are two years of BEA data, 2007 and 2012, and seven 

years of pollution indexes from the GHGRP, 2010-2016. That gives us 14 different possible z** 

vectors. Using those z** coefficients in place of the z’s in equation (3) yields predictions PM of 
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the total GHG emissions embodied in imports, including upstream emissions from inputs, and 

where the predictions are based on the scale and composition of those imports. 

 

Greenhouse Gas Emissions and US Imports and Exports 

Figure 3 begins to investigate the potential role of international trade in US GHG 

emissions changes. The first line plots the predicted GHG emissions from US domestic 

manufacturing, using the 2010-through-2016 GHGRP values. Though it’s hard to see in the 

figure, the bottom line is actually a set of lines: seven thin lines each depicting emissions 

predicted by one of the seven GHGRP years, and one thicker line using the average. They 

replicate the predicted emissions lines in Figure 1, and plot how US GHG emissions would have 

changed based solely on the scale and composition of US manufacturing production.  

The middle lines in Figure 3 plot predicted US GHG emissions from US exports, using 

equation (3) and the emissions coefficients from equation (7). Again, though it may be hard to 

see in the figure, there are multiple lines along this middle tier: 14 thin lines depicting export 

emissions, one for each year of the BEA input-output matrixes and 7 years of GHGRP data, and 

one thick line depicting the average. Emissions embodied in exports nearly doubled.19 

On the surface, the middle lines in Figure 3 make it seem as though the US has been a 

pollution haven. It is increasingly exporting GHG-intensive goods. But leaping to that conclusion 

would be wrong for two reasons. First, and most obviously, note that the top lines plot predicted 

GHG emissions from US imports, which nearly quadrupled since 1990. If the US were acting as 

a pollution haven for more stringent countries, the US should be importing the clean goods. 

Instead, it is increasingly importing GHG-intensive goods, at a faster rate than it is exporting 

GHG-intensive goods. 

Second, both trade lines in Figure 3  include both the scale and composition. We cannot 

tell looking at Figure 3 alone whether predicted pollution embodied in exports doubled because 

the volume of exports doubled, because the type of exports shifted towards more GHG-intensive 

industries, or both.  

                                                            
19 The surge in exports in 2007 is driven by a single industry: Other aircraft parts and 

auxiliary equipment manufacturing. Since this industry is the second most polluting in our 
dataset, this increase has a large effect on our predicted emissions. Removing this industry, 
predicted emissions for exports in 2007 are quite close to predicted emissions from 
manufacturing. 
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To separate scale from composition, the top left panel of Figure 4 plots the dollar value of 

US exports alongside the predicted GHG emissions from exports, both indexed so that 

1990=100. The dollar value represents scale, which has more than doubled over time,20 and the 

predictions combine scale and composition. Both hold technique fixed. With considerable 

variation over time, GHGs embodied in exports grew approximately as fast as the dollar value of 

exports. If anything, by the end of the time period, predicted embodied GHGs had grown less 

quickly than the value of exports. If the GHG-intensive industries had been relocated to the US 

because of its lack of climate policy, the GHGs predicted in exports should be growing faster 

than the value of exports. 

One possibility is that concerns about leakage of GHG emissions to the US only apply to 

industries relocating from other high-income countries that have implemented strict carbon 

policy. To examine, that, the top middle panel of Figure 4 plots the same figure for US exports to 

high-income countries, using the World Bank’s classifications. The figure displays no evidence 

for that concern. Predicted pollution embodied in US exports to other high-income countries 

track fairly closely the dollar value of US exports. For exports to high-income countries, there 

has been remarkably little change in the composition of US industries with respect to their GHG 

intensity.  

A similar picture emerges on the import side. The top right panel of Figure 4 plots the 

real dollar value of US imports alongside the predicted GHG emissions from imports. They also 

track extremely closely. Over time, the US has not been importing more relatively GHG-

intensive goods. Imports have risen 229% (Table 1)—the scale effect—and the combined scale 

and composition effect has risen by about the same amount. The right-hand panel of Figure 6 

plots those same two lines for high-income countries, with the same result. If anything, by the 

end of the period US imports from high-income countries had shifted slightly towards more 

pollution-intensive goods, not less. That is the opposite of what would be happening if the US 

were attracting polluting industries relocating from stringent countries.21  

                                                            
20 US exports increased 126% between 1990 and 2016 (Table 1). 
21 To be sure, not all high-income countries have more stringent regulation than the US. 

However, separating out the three regions that implemented GHG emissions trading schemes 
over our period – the European Union, Australia, and Canada – yields the same conclusion: the 
US has not become a pollution haven for more regulated countries. 
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While national US climate policy has lagged, California and some northeastern states did 

implement GHG regulations starting in 2009. One could therefore wonder if after 2009 some 

leakage occurred from the United States to less regulated countries. If so, we should see in our 

data the composition of imports shifting to more pollution-intensive industries, and the 

composition of exports to less pollution-intensive industries. The bottom center and right panels 

of Figure 4 show pollution embodied in trade with low-income countries. Exports do show some 

compositional shift towards clean industries.22 However, US imports from low-income countries 

shifted towards cleaner goods faster than exports to the same group, faster than imports from 

other groups, and faster than US domestic production. There is therefore no evidence of 

offshoring of GHG pollution from the United States to low-income countries.  

Recall that these calculations of predicted pollution content are based on US pollution-

intensity. As such, they do not measure the actual pollution embodied in imports. That depends 

on foreign technologies of production and abatement, about which we have no data. Instead, 

these figures depict the amount of pollution that would have been emitted in the US if imports 

had been produced domestically—the amount of US pollution displaced by imports. Overall, the 

pollution embodied in imports has increased significantly, which appears to be primarily driven 

by a rise in the value of imports rather than a shift in the composition of imports.  

The composition of US manufacturing, imports, and exports has not shifted in a way that 

would suggest the lack of national US climate policy has altered trade patterns.  

 

Conclusion: Bad News or Good? 

 We see two big-picture trends here. First, the US manufacturing sector is responsible for 

shrinking GHG emissions, a cleanup that is not explained by the scale of output, which has been 

growing, or the mix of industries, which has not significantly shifted in GHG-intensity. It must 

be that US manufacturing has been using less GHG-intensive technologies. That represents good 

news, although the cleanup so far has been small.  

                                                            
22 During the 2008 financial crisis, US exports to low-income countries plummeted, 

which explains the sudden decrease in predicted emissions. One export category – apparel 
manufacturing – weathered the crisis and drove the increase in exports (black line) over that 
period, but since it is not a highly GHG-intensive industry we do not see the same increase in 
predicted embodied emissions.  
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 Second, the composition of US manufactured exports has not shifted towards GHG-

intensive industries, nor has the composition of US imports shifted towards clean industries. 

Both would be expected if the US’s lack of national climate policy were causing it to become a 

pollution haven for countries enacting climate policies. That doesn’t necessarily represent good 

news. It could be that other countries’ climate polices do not affect trade patterns because they 

are not terribly effective. Or, it could be that other countries do have strict climate policies, and 

those are not undermined by leakage of GHG emitting industries to countries with lax climate 

policies.  

If other countries have imposed stricter GHG limits, why would GHGs not leak from 

strict countries to the US? Here we can only speculate. Perhaps they do leak, but there are more 

attractive pollution havens than the US. It could be that the GHG-intensive industries are the 

least geographically mobile. Relocating them to take advantage of relative differences in climate 

policy might be difficult. Ederington, et al (2005) provide some evidence for this in the context 

of all pollution, not necessarily GHG emissions. It could be that industries with high GHG 

emissions also emit other air pollutants that are regulated strictly in the US. In that case 

industries relocating to avoid strict GHG regulations would not want to come to a country with 

strict local air pollution regulations.  

In the end, the results here represent less a case of good news than a lack of bad news. 

The US has not been importing increasing shares of GHG-intensive goods from high-income 

countries. That would have been bad news, because it would have meant that not only had the 

US federal government failed to address climate change, but that its failure to do so had been 

undermining other countries efforts to address climate change. Thankfully, that does not appear 

to be happening. At the same time, for some reason, the US has slowly been reducing GHG 

emissions from the manufacturing sector, almost exclusively due to changes in emissions per 

unit of output within industries, rather than a shift in the types of industries that comprise US 

manufacturing.  
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Table 1. Percentage Changes 1990-2016 

 Base Case Alternate Second Alternate 
 (1) (2) (3)  
Total value     

US Manufacturing 26.7 1.8 27.2  
Imports 229.0 174.6 211.2  

From low-income 
countries 

857.9 1155.0 864.8  

Exports 126.0 88.7 129.9  
US Pollution Emissions     

GHGs -12.3 -12.3 -12.3 * 
PM10 -12.1 -12.1 -12.1 * 
SO2 -83.2 -83.2 -83.2 * 
CO -37.9 -37.9 -37.9 * 
NOx -42.6 -42.6 -42.6 * 

Pollution predicted by 
scale and composition 

    

US GHGs  26.2 16.4 25.9  
Imported GHGs 253.8 200.2 248.3  

From low-income 
countries 

377.9 520.8 379.5  

Export GHGs 79.2 48.6 86.4  
Share of cleanup from 
composition a 

1.3 -100.3 3.4  

Notes: Reported numbers are changes relative to 1990=100. The base case in column 
(1) adjusts for inflation using 2011 industry prices, and includes NAICS 334 
(computers) without deflating. The alternate case in column (2) adjusts for inflation 
using 1998 industry prices, and includes NAICS 334 without deflating. Column (3) 
adjusts for inflation using 2011 industry prices, and removes NAICS 334. All predicted 
pollution calculations are based on 2016 GHGRP reporting. For imports and exports, 
predicted pollution is an average of the results using the two input-output matrices. 
* Total manufacturing emission numbers back to 1990 do not provide an industry 
breakdown specific enough to remove only NAICS 334 (computers). These figures are 
therefore the decrease in total manufacturing emissions, including NAISC 334. 
a Share calculated as (total value – pollution predicted by scale and composition) / (total 
value – US pollution emissions) 
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Figure 1. Real manufacturing output and GHG emissions 
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Figure 2. Real manufacturing output and local pollution 
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Figure 3. Predicted GHG emissions from US manufacturing, imports and 
exports 
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Figure 4. Emissions and value of US exports and imports to (a) all countries 
(b) high-income countries and (c) low-income countries 

   

 




