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The biayes classification algorithm was based on the mutual independence between one class and another 
class, and the reality of multidimensional existence dependency relationship with the customer class. So this 
paper first used the Fisher method to classify the class, then used the bias classification algorithm for 
customer segmentation, identified potential customers, and effectively reduced marketing costs. Finally, multi-
group data were used to test by matlab. Compared to the bias algorithm, the results show that hybrid 
algorithm was an effective method. 

1. Introduction 

With the development of science and technology in today's society, the various aspects and amount of social 
information is increasingly large, and the dimensions of the data is also increasing. Classification is becoming 
increasingly difficult and at the same time more important (Abdelfattah et al, 2013; Bouchaala et al, 2010). 
According to their different social fields different classification methods can be chosen, such as vector 
machine classification, clustering analysis and BP neural network, etc. In numerous classification methods, 
Bayes classification algorithm and Fisher discriminant method have been of great value. The Bayesian 
classifier has been widely used because of its simple structure learning and parameter learning, classification 
speed when the on class and another class are independent of each other, and its lower calculation 
complexity. But in real life, when classes cannot do the math background independent each other, there is a 
mutual dependence between the dimensions of the classes. In the Fisher discriminant method of projection, 
the basic idea is to group projection data to a certain direction, making them a projection of classes being as 
separate from each other as much as possible (Aquaro et al, 2009; Cook et al, 2000). 
In order to improve on this problem, this paper proposes a kind of method based on Fisher linear discriminant 
analysis and an improved algorithm of Bayesian classifier. The main idea of this algorithm is that by using the 
transformation matrix, the original training samples are transformed, and use the classifier in the projection to 
the new sample space for learning classification. The original sample property is concentrated, with any two 
may having certain dependencies between attributes, and the new samples are assumed to be independent of 
each other after the projection in the new sample space (Duan et al, 2009; Hao, 2010). Through the 
transformation, the model which can be expressed in the measurement space with high dimension is changed 
into the mode of representation in the feature space with lower dimension. In this way, it can effectively realize 
the classification and recognition, which can more accurately reflect the nature of the classification (Guo et al, 
2012; Li et al, 2010). 
This paper gives a kind of method based on Bayesian and Fisher algorithm of multi-dimensional customer 
behavior analysis on the basis of analyzing the characteristics of the Bayesian model, combined with the 
Fisher linear discriminant analysis.. 
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2. The Bayesian classification algorithm and Fisher discriminant analysis algorithm 

The Bayesian classification algorithm, using probability and statistics to classification samples, is one of the 
earliest methods for dealing with uncertainty by classification. It is based on maximum a posteriori probability 
criterion, namely the use of a certain object by probabilistic prior probability calculation, and it selects the 
classes with maximum a posteriori probability as the object's class (Liu, 2014; Zhang et al, 2010). 
Definition 1 Bayes formula: 
Set state of A and B to meet the following conditions: 
(1) Any two states are incompatible, When ji  , there is ji AA    
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Among them, )( iAP  is iA  prior probability, )( iAxP  is the conditional probability of sample x  under the 

condition iA . )( xAP i  is the conditional probability of the condition iA  in the condition of sample x , also 

known as the posteriori probability (When the sample x  is known, it belongs to the probability of the state iA

). So sample A is assigned to the posterior probability of the largest in the class (Li L, Ma S, Zhang Y, 2014; 
Sun Y, Tang Y, Ding Sl,  2011).  
 Supposing that there are k  p -dimensional overall 
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The following discriminant rule applies under the condition of not considering miscalculation cost: 
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The average misclassification cost ECM  to minimum is discriminant rules iGx  if 
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The average misclassification cost if the sample was adjusted to the iG  than the average misclassification 

cost attributed to other general is small, and will be assigned to group iG  samples. 

Definition 2 Fisher criterion function: 
Supposing there are n k -status nAAA ,,, 21  , the sample taken from the overall

iA is denoted as

),2,1(,,, 21 nixxx
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Assuming two classification problems 
21/ ww , there are n training samples ),....,2,1( nkxk  , where 

1n

samples from type 
iw , 

2n  samples from type jw . Two types of training samples were used to construct the 

subset of the training samples 
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2X . 
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Obviously, the sum of squared residuals in a class reflects test results caused by many kinds of various 
random factors in the process of the test error, such an alienation sum of squared residuals reflects the 
degree of difference between various kinds of samples, and the system error caused by different levels of 
variation factors. If it can make the space behind the projection, classes within the sample concentration and 
sample separation between classes, it can achieve the purpose. If the effect of the projection is good, then 
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 should be large (Sun et al, 2011; Tseng et al, 2012). 

The main idea of this algorithm is to use the transformation matrix, to transform the original training sample, 
project to a new sample space, classify in the projection of the new sample space for learning classification. 
Among the original sample properties, there may be some dependence between any two attributes, but in the 
projection in the new sample space, the properties of the new sample are assumed to be independent of each 
other. Through the transformation it can indicate in the measurement of a high dimension space model into 
indicating the characteristics of a low dimension space model In this way it can effectively realize classification 
recognition, and can more accurately reflect the characteristics of the nature of classification (Thalayasingam, 
2012; Yang and Wu, 2012). 
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3. Case analysis 

A value-added service operator is on the basis of the basic telecom voice business, according to different user 
groups and the opening of the market demand for the user to choose to use the business’s service. Value-
added services are the result of market segmentation, and value-added service operators provide customers a 
higher level of information demand (Tseng P C, Woung L C, Tseng G L, 2012; Yoon I P B, 2014). Therefore, it 
must provide better, more thoughtful and more diverse services, in order to meet different customers 
personalized requirements. As the communication network of broadband, intelligent, integrated, personal 
direction, the boundaries of value-added service and the basic business are becoming increasingly blurred, 
development of more effective, more value creating business will always be the result of the telecom industry 
looking for new economic growth points, this is the focus of the competition between them (Yu et al, 2014). 
This paper is based on using the Bayesian and Fisher algorithms for analysis of customer behavior data, 
identifying the customer's behavior characteristics, through the customer providing information about his own 
hobbies and value-added services. This increases customer loyalty, reduces marketing costs, and enhances 
the competitiveness of the enterprises. 
The original data is from some operators in Harbin in Heilongjiang province, and from sample data for the data 
flow gas package users in March. 

 
 
 
 

 

Figure 1: Algorithm flow chart 

3.1 The standardization of the data processing 

Because the input samples belong to different dimensions, all the input samples, such as TALK_FEE, 
CITY_PHONE_FEE, ARPU_FEE are normalized and transformed into 0~1. Using the method of proportional 
compression, the specific formula is: 
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Here, X is the original data, and the maximum and minimum for each dimension of the original data. A is 
transformed data, also known as the target data. For each dimension of the target data’s maximum and 
minimum, take =0.9, =0.1. 
Next, through the Fisher discriminant method is used to do the pre-treatment between attributes. The data is 
read (data=xlsread), data1 and data2 respectively for class 1 and class 2 test sample data. The sample 
number of class 1 and class 2 is calculated (r1=size(data1,1); r2=size(data2,1);). The mean of class 1 and 
class 2 (matrix) is calculated (m1=mean(w1); m2=mean(w2)). Various kinds of classes in discrete degree 
matrix (covariance matrix) are caculated (s1=cov(data1)*(r1-1); s2=cov(data2)*(r2-1);). The total class scatter 
matrix is calculated (sw=s1+s2;). The formula of the projection vector is (w=inv(sw)*(m1-m2)'). Various kinds 
of mean of post-projection of a space is calculated (y1=w'*m1'; y2=w'*m2';) The calculated threshold is (w0=-
1/2*(y1+y2)). The data to be measured and the class of the same symbol are classified as similar. 
Next, network building can be used in the inference of Bayesian network, which is divided into the following 
three steps. 
1. Determine the network nodes and the distribution parameters. By means of expert knowledge this will 
determine the predictive factors of the problems involved in these factors as network nodes, and further 
determine the possible values of each of the node variables. 
2. Determine the network structure of G; that is, the identification of the causal relationship between the 
prediction of various factors, and graphical representation. 
3. Determine the variable probability distribution θ, and on the premise of known network structure, determine 
the conditional probability of each network node. 
Because the paper uses the Bayesian network toolbox (BNT) of Matlab software to build the prediction model
，through discretization processing, 500 records from the sample data were randomly selected to form a 
training set. The other records are included in the test set. Through machine learning applied to the training 
set data, the network structure can be determined. This article selects K2 algorithm for network structure 
learning, which is one of the earliest batches of Bayesian network structure learning algorithms. After the 

inference of 
bayesian network 

the Fisher discriminant 
method 

standardization of 
the data 

The original 
data 
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network structure is determined, the conditional probability is calculated by using the maximum likelihood 
estimation (MLE) algorithm. 
After the operation of the network, the data reduction process can eventually be applied. 

3.2 The results analysis 

In this paper, we took 10,000 samples to test, the samples includes 24 selected dimensions of TALK_FEE, 
CITY_PHONE_FEE, ARPU_FEE etc., 1 class attributes. 
Classes were divided into two classes, recorded as 1 (set customers) and 2(customers said to have 
unsubscribed due to dissatisfaction). The first 24 dimension properties by Fisher criterion function classes 
alienation sum of squared residuals and were calculated from the sum of squared residuals, thus obtaining a 
new sample set. Then, the Bayesian classification algorithm was used to classify the new sample set. In order 
to analyze the forecast accuracy, a five-fold cross-validation was used to test classification results. Initial data 
sets were randomly divided into five mutually disjointed subsets 

54321 ,,,, DDDDD , and the sizes of each 

subset are basically the same. Each was studied and tested five times. In the i iteration, Si was used as a test 
set, and the rest of the subsets of the classifier were used for training. Five iterations were taken with correct 
classification numbers and divided by the total number of samples in the initial data of average accuracy. The 
final assessment results showed 89% accuracy. 
This shows that the method of this experiment is quite successful in the practical application of data sets, 
which mainly has the following three aspects: 
1. Data pre-processing stage obtains a high quality of the sample data. 
2. The dimension independence is higher after Fisher discriminant analysis. 
3. Accumulation of a priori knowledge is more comprehensive and accurate, so the selection of network nodes 
is more reasonable. 
The BP artificial neural network has a strong capability to handle and deal with nonlinear problems. The upper 
and lower layers of each neuron are completely connected, and the algorithm uses forward transfer of 
information and error return propagation of the two parts. After a pair of samples provides network learning 
mode, the input information from the input goes layer by layer to the output layer, and neurons in the output 
layer of the network input respond. Then, in the tending toward reducing the expected output and the actual 
output error, the connection weights are corrected by each middle layer, layer by layer, from the output layer 
and finally to the input layer. With the error return propagation modified continuously, the network of correct 
input mode response rate is rising. The shortcoming of BP model is slow convergence speed of learning 
algorithm, having been limited to local minimum rather than the state of the global convergence. 
With the same data being calculated by Matlab programming, the prediction effect of the hybrid algorithm is 
better than that of both the pure Bias classification algorithm and Neural network algorithm.  

Table 1: Comparison of classification accuracy of different algorithms 

Algorithm Number of samples Classification accuracy 
Bayesian and Fisher hybrid algorithm 2000 training, 2000 test 89 

Pure Bayesian algorithm 2000 training, 2000 test 73 
Neural network algorithm 2000 training, 2000 test 70 

4. Conclusion 

It can be seen from the experimental results obtained that the combination of Fisher based on Bayesian 
classification algorithms performs better than only the Bayesian algorithm alone, with an increased accuracy 
of approximately 15%. The traditional Bayes algorithm considers the connection between the properties of 
each dimension, and by adding the Fisher classification algorithm and projection of each attribute correlation 
between is greatly reduced, thus fully improving the classification accuracy. 
The classical Bayesian classifier is a simple and effective classification algorithm, but its independence 
assumption makes it unable to express any attribute dependency relationship between the actual data. 
Without the use of class information, it is only an approximate expression of the parameters of the distribution 
of the training sample set for each class. In this paper, an improved classifier is proposed, from another point 
of view, to solve the problem of the classical Bias classifier not being able to extract class information. This is 
accomplished through the use of Fisher's discriminant analysis method for the separation of class and class 
largest projection space. Then the original samples are projected to the maximum separable space, and the 
new samples are obtained. Using the discriminant for the new attributes, then the classical Bias classification 
algorithm is used to classify the samples. Experiments show that integrating the classical Bias classifier and 
Fisher linear discriminant analysis method, can achieve a better classification effect. 
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This paper, on the basis of analyzing the characteristics of the Bayesian model, combined with the Fisher 
linear discriminant analysis, gives a combined Bayesian and Fisher algorithm of a multi-dimensional customer 
behavior analysis model. Results show that the model can effectively improve classification accuracy and 
reduce labor cost. At the same time to it can provide customers with good quality products, which is the 
cornerstone of the market, and is the key to win over the trust of users. 
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