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Abstract 
 

Recent studies in bio-informatics and bio-medical data include microarray technology to gain insight about organisms. While 

researchers still study on microarray data the real challenge remains as to interpret the huge dimensions that is the vast features 

with a very low sample space. This paper aims to reduce the enormous dimension of the microarray dataset using feature selection 

and classification methods. A variety of datasets with binary and multi-classes were taken for experimental analysis. Different 

classification algorithms were deployed to the reduced datasets and a high classification accuracy was achieved. In this paper, 

comparative study on classifiers using proper visualization tools have also been discussed.  
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1. Introduction 

 

In the recent years, microarray data analysis has gained huge 

importance in machine learning. Generally, the bio-

informatics data which includes microarray data are in raw 

form. Due to which, we need to pre-process the data to apply 

machine learning algorithms. Analysis and interpretation of 

DNA Microarray datasets has led to the development of an 

active area of research in machine learning and bioinformatics. 

It has been established from the past literature that very few 

genes from these enormous number of genes available in a 

DNA are actually required for classification. This makes 

feature selection (i.e., removing redundant and irrelevant 

features) a challenging task, specifically for microarray data. 

Effective feature selection improves the classification 

accuracy by removing a large number of irrelevant genes 

[7].Dealing with microarray data is usually difficult, since it is 

a structured data which is characterized by very few samples 

with numerous features. To remove the irrelevant 

characteristics and finally classifying the dataset pose serious 

challenge for researchers in the field of machine learning. We 

also have to consider the likelihood of "false positives", which 

can occur during our model creation for prediction or during 

classification of relevant features/genes [16].  

 

In this paper, various feature selection techniques are used 

which address the “Curse of Dimensionality” to some extent. 

So, along with reducing the data size, the running time is also 

effectively reduced. After feature selection is performed, the 

classification accuracy was measured using certain classifier 

models. Effective feature selection has improved the 

classification accuracy by removing a large number of 

irrelevant features. As a part of result analysis, satisfactory 

accuracy score was achieved after feature selection which has 

been discussed later. Also, a comparative study has been 

conducted related to the performance analysis and accuracy 

score of the microarray data classification. For easy 

performance comparison among the classifiers, a visualization 

tool has also been used in this paper. 

 

2.  Methodology 
 

This paper aims at preparing the raw data preliminarily by 

removing noise and redundant features and further applying 

proper dimension reduction techniques to reduce the number 

of features. Finally, the performance of classifiers were noted 

and compared as an analytical review. 

 

2.1 Preparing the data (the early stage): The raw data with 

which we started, may contain irregularities (e.g.; duplicate 

entry, some missing values etc.) for processing using machine 

learning tools. Duplicates in the dataset were checked 

thoroughly using machine learning techniques and removed 

the same, if found. For missing values, they were replaced with 

the column average, so that the mean value of the variable 

remains the same. Next the features with very low self-

variance (quasi-constant valued features) were removed, 

which behaves almost like a constant and can least affect our 

analysis. For this, self-variance threshold level was kept as low 

as 0.01. Correlation is a statistical method used to assess a 
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possible linear association between two continuous variables. 

When the correlation coefficient is positive, it means that the 

gene expression profiles behave similarly. The larger the 

correlation coefficient, the stronger the relationship. When the 

correlation coefficient is one, it means that the gene expression 

profiles are identical. For a correlation between variables x and 

y, the formula for calculating the sample Pearson's correlation 

coefficient r, is given by: 

 

 
 

Finally to remove the mutually correlated features with high 

values, Pearson’s co-relation method was used with threshold 

value for mutual correlation co-efficient among the features 

>0.9. 

 

2.2 Feature Selection Techniques: Feature selection is the 

process of reducing the number of features (i.e.; input 

variables) to reduce the computational cost of modelling and, 

in some cases, to improve the performance of the model. 

Feature selection methods can be used to identify and remove 

unnecessary, irrelevant and redundant attributes from dataset 

that do not contribute to a predictive model. There are two 

main types of feature selection techniques: supervised and 

unsupervised, and supervised methods may be further divided 

into wrapper, filter and intrinsic sub-sections.  

 

Supervised Feature selection methods first evaluate the 

relationship between input variable(s) and the target variable 

and selects the most appropriate or removes the least 

significant input variable(s). Anova, which stands for Analysis 

of Variance, is one of the supervised algorithms. The ANOVA 

test allows a comparison of more than two groups at the same 

time to determine whether a relationship exists between them. 

The result of ANOVA, the F statistic (also called the F-ratio), 

allows for the analysis of multiple groups of data to determine 

the variability between samples and within samples. The 

Anova test is performed by comparing two types of variation, 

the variation between the sample means, as well as the 

variation within each of the samples. The below mentioned 

formula in table 1 represents one-way Anova test statistics: 

 

Table 1. One Way Anova 

 Sum of Squares 
Degrees of 

Freedom 

Mean 

Square 

(MS) 

Within 

samples 

SSW 

 =  ∑ ∑ (𝑥 − 𝑥𝑗̅)
2

𝑙

𝑗=1

𝑘

𝑗=1

) 
k-1 

MSW 

 =  
𝑆𝑆𝑊

𝑘 − 1
 

Between 

samples 

SSB 

 = ∑ (𝑥𝑗̅ − 𝑥̅)
2

𝑘

𝑗=1
 

n-k 

MSB 

 =  
𝑆𝑆𝐵

𝑛 − 𝑘
 

Total 
SST 

 = ∑ (𝑥̅𝑗 − 𝑥̅)
2

𝑛

𝑗=1
 

n-1  

 

Exhaustive Feature selection was also used to reduce the 

dimension of the dataset thereby finding every possible feature 

combination and utilizing the best feature subset. RFE is also 

a supervised method, which is specifically a wrapper method 

that uses cross-validation. Wrapper feature selection methods 

create many subsets with different combination of input 

features and select those features which gives best result 

according to a performance metric. RFE is a greedy 

optimization algorithm which tries to find the best performing 

feature subset using backward elimination. It repeatedly 

creates models and keeps aside the best or the worst 

performing feature at each iteration and constructs the next 

model with the left features until all the features are exhausted. 

Finally, it ranks the features based on the order of their 

elimination. Below is a flowchart of the RFE technique in 

figure 1. 

 

 

Figure 1. Flowchart of RFE 

 

Unsupervised feature selection techniques ignores the target 

variable, such as methods that remove redundant variables 

using correlation. PCA is an unsupervised method, which is a 

most widely used tool in exploratory data analysis and in 

machine learning for predictive models. It is the process of 

computing the principal components which creates a 

visualization of data that minimizes residual variance (in the 

least square sense) and maximizes the variance of the 

projection co-ordinates. PCA has various steps which are 

given below in figure 2. 
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Figure 2. Stepwise PCA 

 

We can reconstruct the original data (X) from the reduced (k) 

number of variables using the formula: 

 

𝑿 = ∑ 𝑾𝑘

𝑛

𝑘=1

𝑪𝑘
𝑇

 

 

Where W are the loadings and C are the components, T at 

superscript indicates Transpose vector. 

 

2.3 Classification Techniques: After performing feature 

selection, the classification accuracy of the reduced datasets 

were calculated using some well-known classifiers, namely, 

Logistic Regression, k-Nearest Neighbour (KNN), Random 

Forest and Decision Tree. The datasets were put into these 

models, where we got the accuracy and f1 scores. These 

models have been chosen in such a manner that they could 

address both the multi-class classification and the binary class 

classification.  

 

Logistic Regression basic model is described by: 

 

Logiti = b0 + b1X1 + b2X2 + · · · + bnXn  

 

Where Logiti represents the logit transformation used with the 

dependent variable of the sample i, Xn represents the nth 

attribute, and bn represents its corresponding coefficient. The 

higher the absolute value of the coefficient, the higher the 

influence of the corresponding attribute for the class 

membership decision. For classification using KNN, a class 

label assigned to the majority of K Nearest Neighbours from 

the training dataset is considered as a predicted class for the 

new data point. KNN is a very versatile algorithm since it can 

also be used for regression and searching problems as well. 

Decision Tree as a classifier tool is versatile, so it was applied 

across both small and large raining datasets. It was used for 

multi-dimensional analysis with multiple classes. Recursive 

partitioning was deployed on the basis of feature values. Last 

but not the least, Random Forest classifier was used effectively 

on these large datasets since the method creates an unbiased 

estimate as the forest progresses.  

 

 

 

 

3. Result and Analysis 

 

In this paper, various ways were used to address the massive 

dimensions of the Microarray datasets. Effectively the 

dimensions of the data could be reduced, which were required 

classification. Microarray datasets like Colon Tumor, Breast 

Cancer, MLL, Leukemia and SRBCT were chosen for analysis 

purpose. Some of these datasets have a binary target class and 

some with multi class targets.  

 

After initial data preparing, some well-known dimension 

reduction techniques like PCA, ANOVA, Exhaustive feature 

selection and RFE were used. 

 

Now, lets have a look at the reduced datasets in the below table 

(table no. 2).The below table gives the minimum number of 

features for each dataset that will be considered for 

classification algorithms. 

 

Table 2. Analysis of dimension reduction 

Dataset 
Initial no. of 

features 

Reduced no. of 

features 

Breast Cancer 24481 137 

Colon Tumor 2000 133 

MLL 12582 526 

SRBCT 2308 352 

Leukemia 7129 878 

 

Now, classification methods as discussed earlier in this paper 

were used on the reduced datasets. Further the Classifier 

performance was analysed using accuracy score and f1 score. 

 

Accuracy score is the measure of the classification accuracy, 

which is the ratio of number of correct predictions to the total 

number of predictions made. The value is significant in 

deciding whether the classification has been done exactly as 

per the prescribed collected data. The range of accuracy score 

is [0, 1].  

 

This score can be mathematically calculated as: 

Accuracy score = (TP+TN) / (TP+TN+FP+FN) 

 

We also have measured the f1 score along with the Accuracy 

score. f1 score is a measure about how precise our classifier is 

as well as how robust it is. The range for f1 score is [0, 1]. It 

tries to find a balance between precision and recall. Greater the 

f1 score, better is the performance of our classifier model. 

 

The f1 score is the harmonic mean of precision and recall and 

can be expressed as: 

 

F1 score = 2 * (precision * recall) / (precision + recall) 

where, Precision is the ratio of true positive to actual results 

and Recall is the ratio of true positive to predicted results. A 

more clear understanding of the same can be obtained from the 

confusion matrix (figure 3). 
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      Figure 3. Confusion Matrix 

 

Thus, the respective accuracy scores and f1 scores (highest 

value among all classifiers) for the datasets are discussed in 

below table (table no. 3) 

 

      Table 3. Performance analysis of classification 

Dataset  Accuracy score F1 score 

Breast Cancer 0.8527 0.8701 

Colon Tumor 0.8827 0.9045 

MLL 0.9602 0.9732 

SRBCT 0.8951 0.9545 

Leukemia 0.8554 0.8145 

 

Now, furthermore, for an easy visualization purpose and to 

better understand the classifier performance; Receiver 

operating characteristic (ROC) curves were used. It detects the 

true positives (model has correctly classified the instances) by 

neglecting the false positives. The area under the curve, AUC 

value ranges from 0 to 1. A sample AUC-ROC is given below 

in figure 4. 

      

 
Figure 4. ROC curve 

 

Please note that the classifier can’t predict where the AUC 

value is less than 0.5. For comparison among any given 

classifiers, the curve can choose the best one. The maximum 

AUC-ROC score obtained against the corresponding classifier 

is given in table 4. 

 

 

 

 

Table 4. AUC-ROC score for classifiers 

Dataset 
AUC-ROC 

score (max) 

Corresponding 

Classifier 

Breast Cancer 0.82 Random Forest 

Colon Tumor 0.78 Logistic Regression 

MLL 0.90 Decision Tree 

SRBCT 0.87 KNN 

Leukemia 0.81 Random Forest 

                        

4. Conclusions  

 

In this paper, an attempt has been made to enhance the 

performance of a classification algorithm by effectively 

performing dimension reduction of the microarray datasets. 

Both multiclass and binary class classification were performed 

and accuracy scores were compared. The experimental results 

achieved were satisfactory for classification tasks.  
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