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Abstract. We study rates of convergence in central limit theorems for the partial
sum of squares of general Gaussian sequences, using tools from analysis on Wiener
space. No assumption of stationarity, asymptotically or otherwise, is made. The
main theoretical tool is the so-called Optimal Fourth Moment Theorem (Nourdin
and Peccati, 2015), which provides a sharp quantitative estimate of the total vari-
ation distance on Wiener chaos to the normal law. The only assumptions made
on the sequence are the existence of an asymptotic variance, that a least-squares-
type estimator for this variance parameter has a bias and a variance which can be
controlled, and that the sequence’s auto-correlation function, which may exhibit
long memory, has a no-worse memory than that of fractional Brownian motion
with Hurst parameter H < 3/4. Our main result is explicit, exhibiting the trade-
off between bias, variance, and memory. We apply our result to study drift pa-
rameter estimation problems for subfractional Ornstein-Uhlenbeck and bifractional
Ornstein-Uhlenbeck processes with fixed-time-step observations. These are pro-
cesses which fail to be stationary or self-similar, but for which detailed calculations
result in explicit formulas for the estimators’ asymptotic normality.
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1. Introduction

This paper presents the estimation of the asymptotic variance, when it exists, of
a general Gaussian sequence, and applies it to non-stationary stochastic processes
based on fractional noises, which can have long memory. We choose to work with
a simple method based on empirical second moments, which is akin to the dis-
cretization of a least-squares method for the corresponding processes using discrete
observations with no in-fill assumption (fixed time step).

Our work responds to the recent preprint Es-Sebaiy and Viens (2019-+), which
was the first instance in which this type of estimation was performed without
in-fill assumptions on the data, but which insisted on keeping the data station-
ary or asymptotically so. That paper Es-Sebaiy and Viens (2019-+), available on
arXiv, contains an extensive description of the literature on parameter estimation
for Gaussian stochastic processes. We do not repeat that analysis here. Instead,
we list a number of recent articles which deal with various versions of least-squares-
type parameter estimation for fractional-noise-driven Ornstein-Uhlenbeck processes
(fOU-type), since that class of processes is similar to the various examples we con-
sider in this article: Hu and Nualart (2010), Azmoodeh and Morlanes (2015), Az-
moodeh and Viitasaari (2015), El Onsy et al. (2017b), Hu and Song (2013), Brouste
and Tacus (2013), Neuenkirch and Tindel (2014), Belfadli et al. (2011), El Machkouri
et al. (2016) and El Onsy et al. (2017a). respectively. Those papers are described in
the context of our motivations in Es-Sebaiy and Viens (2019-+). We now highlight
the distinction between our paper and Es-Sebaiy and Viens (2019-+).

In that work, the assumption of stationarity of the data was weakened by asking
for asymptotic stationarity, where the deviation from a stationary model converged
to 0 exponentially fast. This strong assumption only allowed to work with specific
examples which are close to stationary. In that article, Ornstein-Uhlenbeck models
were covered, as long as the driving noise was stationary, as it would be for standard
fractional Brownian motion. That paper was the first instance in which parameters
for fOU-type processes could be estimated with asymptotic normality using only
discrete data with fixed time step. However, this range of application in Es-Sebaiy
and Viens (2019-+) extended to non-stationary processes which benefited from an
exponential ergodicity property. One leaves this range of applicability when driving
OU equations with noises which are not stationary to begin with. This is our
primary motivation in this article: to develop a framework in which no assumption
of stationarity is made at the level of driving noise processes. Instead, we investigate
a set of arguably minimal assumptions on how to estimate an asymptotic variance,
if it exists, for any discretely observed Gaussian process. In this article, we make
no a-priori assumption about the speed of convergence of the data to a stationary
model, only asking that convergence occurs.

This implies that the main result of the paper, our estimator’s asymptotic nor-
mality, applies to some of the more exotic non-stationary covariance structures,
for which the estimator properties cannot be handled by any classical or current
method. Our main result isolates three terms in order to construct estimates which
are fully quantitative. We show that the total variation distance between the CLT
scaling of our discrete-observation least-squares estimator of the asymptotic vari-
ance and a normal law is bounded above by the sum of a bias term, a variance
term, and a term which comes from an application of the optimal fourth moment
theorem of Nourdin and Peccati (2015), and depends only on an upper bound on
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the covariance structure of the discrete observations. This allows us to formulate
clear assumptions on what is needed to turn this estimate into a quantitative as-
ymptotic normality theorem for the estimator, in total variation distance. The
advantage of working in this fashion is that one has an immediate way of identi-
fying possible mean-variance-correlation trade-offs, since the corresponding three
terms are explicit and are simply added together as a measure of how fast the es-
timator converges to a normal. There are additional features to our method which
are described in Section 3, such as our ability to separate our minimal convergence
assumptions between what is needed for strong consistency and what is needed in
addition to obtain asymptotic normality: see Hypotheses (H1) thru (#4) in Sec-
tion 3, the bullet points that follow, and the statements of Theorems 3.3 and 3.5
in the same section.

When applying our general method from Section 3 to specific examples in Sec-
tion 4, we consider the solutions of the OU equation driven by sub-fractional Brow-
nian motion and by bi-fractional Brownian motion, both of which have somewhat
non-trivial covariance structures with non-stationary increments, which are then
inherited by the corresponding fOU-type processes whose drift parameter 6 is of
interest. These fOU-type processes have been well studied in the literature over the
last decade, including efforts to understand their statistical inference. We refer only
to El Machkouri et al. (2016) for information about these processes and additional
references. We compute the asymptotic variances of these fOU-type processes,
which are explicit functions f (6), depending only on 6 (and on the Hurst-type pa-
rameters which are assumed to be known), and are in fact power functions of 6.
The normal asymptotics for the estimators of each of these two f (6)’s can be con-
verted to similar results for 6 itself; see Es-Sebaiy and Viens (2019-+) for instance
for an analysis, which we do not explore further here. Part of being able to apply
the strategy of Section 3 successfully in the examples of Section 4, relies on three
things, the first two which cannot be avoided, the third which enables an efficient
estimation of convergence speeds:

(1) being able to identify f (6), preferably in an explicit way, thus giving access
to 6, but at least to show that the data stream’s variance converges;

(a) we do this for both the sub-fractional and bi-fractional OU processes;

(b) the expressions for f () are simple (see the formulas for fg () and
fr.x (0) for each process respectively, in (4.3) and (4.8)) but proving
convergence and evaluating the speed therein is slightly non-trivial;

(2) showing that the CLT-normalized estimator of f (@) has an asymptotic
variance o?; this does not need to be found explicitly, as long as one can
prove that the variances converge;

(a) we succeed in this task for both the sub-fractional and bi-fractional OU
processes, and are moreover able to compute o2 semi-explicitly, using a
series representation based on the covariance function of discrete-time
fractional Gaussian noise (fGn); see formulas (4.7) and (4.9) respec-
tively;

(b) these expressions comes as something of a surprise, since a priori there
was no reason to expect that the estimator’s asymptotic variance could
be expressed using the f{Gn’s covariance rather than the non-stationary
covariance structure of the increments of the sub- or bi-fractional pro-
cesses;



636 S. Douissi, K. Es-Sebaiy and F. G. Viens

(3) computing speeds of convergence of both the estimator’s bias and its as-
ymptotic variance, as explicitly as possible;

(a) this is done for both the sub-fractional and bi-fractional OU processes,
in a rather explicit fashion, and requires a certain amount of elbow
grease, where most calculations are relegated to lemmas in the Ap-
pendix;

(b) we do not claim to have performed these estimations as efficiently as
can possibly be done; however, we think that the power orders of these
convergences are probably optimal because: (i) we have based the esti-
mations on the optimal fourth moment theorem of Nourdin and Peccati
Nourdin and Peccati (2015), (ii) we have confirmed a phenomenon ob-
served in a simpler (stationary) context in Neufcourt and Viens (2016)
(third moment theorem) by which the speed of convergence is given
by that of an absolute third moment rather than by a fourth cumu-
lant, and (iii) our final result for the sub- and bi-fractional processes
identify a well-known threshold of a Hurst parameter not exceeding
3/4 as the upper endpoint of the range where quadratic variations are
asymptotically normal.

To finish this introduction, we note the general structure of this paper. The
next section presents preliminaries regarding the analysis of Wiener space, and
other convenient facts, which are needed in some technical parts of the paper. The
reader interested in our results more than our proofs can safely skip this Section 2
upon a first reading. Section 3 presents the general framework of how to estimate
the asymptotic variance of a Gaussian process observed in discrete time. Section 4
shows how this method can be implemented in two cases of discretely observed
OU processes driven by two well-known non-stationary Gaussian processes with
medium-to-long memory. The Appendix collects calculations useful in Section 4.

2. Preliminaries, and elements of analysis on Wiener space

This section provides essential facts from basic probability and the analysis on
Wiener space and the Malliavin calculus. These facts and their corresponding no-
tations underlie all the results of this paper, but most of our results and arguments
can be understood independently of this section. The interested reader can find
more details in Nualart (2006, Chapter 1) and Nourdin and Peccati (2012, Chapter
2).

2.1. A convenient lemma. The following result is a direct consequence of the Borel-
Cantelli Lemma (the proof is elementary; see e.g. Kloeden and Neuenkirch, 2007,
Lemma 2.1). It is convenient for establishing almost-sure convergences from LP
convergences.

Lemma 2.1. Let v > 0. Let (Z,)nen be a sequence of random variables. If for
every p > 1 there exists a constant c, > 0 such that for alln € N,

||Zn||LP(Q) < Cp* n—’y7

then for all € > O there exists a random wvariable 1. which is almost surely finite
such that

|Z,| <me-n” 7 almost surely
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for all n € N. Moreover, Eln.|P < oo for allp > 1.

A typical application is when a sequence in a finite sum of Wiener chaoses con-
verges in the mean square. By the equivalence of all LP norms in Wiener chaos,
which is a consequence of the hypercontractivity of the Ornstein-Uhlenbeck semi-
group on Wiener space (see Nourdin and Peccati, 2012, Section 2.8, and Section 2.3
below), the lemma’s assumption is then automatically satisfied if the speed of con-
vergence in the mean square is of the same power form.

The random variable n. can typically be chosen more explicitly than what the
lemma guarantees. For instance, it is well known that if Z is Gaussian, then 7. can
be chosen as a gauge function of Z, and is therefore sub-Gaussian (tails no larger
than Gaussian; see Fernique, 1975). A similar property holds for processes in a
finite sum of Wiener chaoses, as can be inferred from Viens and Vizcarra (2007).
We will not pursue these refinements, since the above lemma will be sufficient for
our purposes herein.

2.2. The Young integral. Fix T > 0. Let f,g : [0,7] — R be Holder contin-
uous functions of orders o € (0,1) and S € (0,1) respectively with oo + 8 > 1.
Young (1936) proved that the Riemann-Stieltjes integrals (so-called Young inte-
grals) fo fudg, and fo gudf, exist as limits of the usual discretization. Moreover,
for all ¢ € [0,T], integration by parts (product rule) holds:

ftg: = fogo +/0 Gudfu +/0 Judgu- (2'1)

This integral is convenient to define stochastic integrals in a pathwise sense with
respect to processes f which are smoother than Brownian motion, in the sense that
they are almost surely a-Holder continuous for some o > 1/2. A typical example of
such a process is the fractional Brownian motion with Hurst parameter H > 1/2.
In that case, any a can be chosen in (1/2, H), and g can be any process with the
same regularity as the fBm, and thus with 8 = «; this enables a stochastic calculus
immediately, in which no “Itd”-type correction terms occur, owing to (2.1). For
instance, for any Lipshitz non-random function g, this integration-by-parts formula
holds for any a.s. Holder-continuous Gaussian process f, since then o > 0 and
B = 1. In particular, the first integral in (2.1) coincides with the Wiener integral,
the second is an ordinary Riemann-Stieltjes integral, and no It6 correction occurs
since one of the processes is of finite variation.

2.3. Elements of Analysis on Wiener space. With (2, F,P) denoting the Wiener
space of a standard Wiener process W, for a deterministic function h € L? (R,) =:
H, the Wiener integral fR+ h(s)dW (s) is also denoted by W (h). The inner prod-

uct fR+ f(s) g (s)ds will be denoted by (f, g),,-

e The Wiener chaos expansion. For every g > 1, H, denotes the gth
Wiener chaos of W, defined as the closed linear subspace of L?(Q2) generated
by the random variables {H,(W(h)),h € H,||h|[x = 1} where H, is the
qth Hermite polynomial. Wiener chaos of different orders are orthogonal
in L? (). The so-called Wiener chaos expansion is the fact that any X €
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L? (Q) can be written as

[o ]
X=EX+) X, (2.2)
q=0
for some X, € H, for every ¢ > 1. This is summarized in the direct-
orthogonal-sum notation L? (Q) = @22, H,. Here H, denotes the constants.
Relation with Hermite polynomials. Multiple Wiener integrals.
The mapping I,(h®7) : = ¢!H,(W(h)) is a linear isometry between the
symmetric tensor product H®? (equipped with the modified norm ||.||yes =
Vq!|.||eq) and H,. To relate this to standard stochastic calculus, one first
notes that I, (h®?) can be interpreted as the multiple Wiener integral of h®?
w.r.t. W. By this we mean that the Riemann-Stieltjes approximation of
such an integral converges in L? (Q) to I,(h®?). This is an elementary fact
from analysis on Wiener space, which can also be proved using standard
stochastic calculus for square-integrable martingales, because the multiple
integral interpretation of I,(h®?) as a Riemann-Stieltjes integral over (R4)?
can be further shown to coincide with ¢! times the iterated It6 integral over
the first simplex in (R4 )%.

More generally, for X and its Wiener chaos expansion (2.2) above, each
term X, can be interpreted as a multiple Wiener integral I, (f,) for some
fq € HOL
The product formula - Isometry property. For every f,g € H®? the
following extended isometry property holds

E(1,(f)14(9)) = ¢ {fs 9)nea

Similarly as for I,(h®?), this formula is established using basic analysis on
Wiener space, but it can also be proved using standard stochastic calculus,
owing to the coincidence of I,(f) and I,(g) with iterated It6 integrals.
To do so, one uses Itd’s version of integration by parts, in which iterated
calculations show coincidence of the expectation of the bounded variation
term with the right-hand side above. What is typically referred to as the
Product Formula on Wiener space is the version of the above formula before
taking expectations (see Nourdin and Peccati, 2012, Section 2.7.3). In our
work, beyond the zero-order term in that formula, which coincides with the
expectation above, we will only need to know the full formula for ¢ = 1,
which is I1 (f)11(9) =27 'L (f @ g+ 9@ f) + (f, 9)n-
Hypercontractivity in Wiener chaos. For h € H®?, the multiple
Wiener integrals I,(h), which exhaust the set H,, satisfy a hypercontrac-
tivity property (equivalence in H, of all LP norms for all p > 2), which
implies that for any F' € &;_;H; (i.e. in a fixed sum of Wiener chaoses),
we have

(E[IFIP])? < g (B[|F12])"* for any p > 2. (2.3)

It should be noted that the constants c,, above are known with some
precision when F' is a single chaos term: indeed, by Corollary 2.8.14 in
Nourdin and Peccati (2012), ¢y q = (p — l)q/Q.

Malliavin derivative. The Malliavin derivative operator D on Wiener
space is not needed explicitly in the paper. However, because of the fun-
damental role D plays in evaluating distances between random variables,
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it is helpful to introduce it, to justify the estimates (2.6) and (2.7) below.
For any function ® € C* (R) with bounded derivative, and any h € H, the
Malliavin derivative of the random variable X := ® (W (h)) is defined to
be consistent with the following chain rule:

DX : X+ D, X :=® (W (h)h(r) e L*(Q2xRy).

A similar chain rule holds for multivariate ®. One then extends D to the
so-called Gross-Sobolev subset D2 G L? (Q) by closing D inside L? (Q)

under the norm defined by
/ |D, X|*dr| .
Ry

All Wiener chaos random variable are in the domain D2 of D. In fact this
domain can be expressed explicitly for any X as in (2.2): X € D2 if and
only if 37 qq!l follF,e. < o0

e Generator L of the Ornstein-Uhlenbeck semigroup. The linear op-
erator L is defined as being diagonal under the Wiener chaos expansion of
L% (2): H, is the eigenspace of L with eigenvalue —g, i.e. for any X € H,,
LX = —qX. We have Ker(L) = Hg, the constants. The operator —L~" is
the negative pseudo-inverse of L, so that for any X € H,, —L7'X = ¢~ 1 X.
Since the variables we will be dealing with in this article are finite sums
of elements of H,, the operator —L~! is easy to manipulate thereon. The
use of L is crucial when evaluating the total variation distance between the
laws of random variables in Wiener chaos, as we will see shortly.

e Distances between random variables. Recall that, if X,Y are two
real-valued random variables, then the total variation distance between the
law of X and the law of Y is given by

dry (X,Y)= sup |P[X € A]—P[Y € 4]
AEB(R)

X117, = B [X?] + B

where the supremum is over all Borel sets. Also, let us recall that, for Y =
N(0,1) and X is an integrable random variable, another characterization of
the total variation distance (see Nualart and Zhou, 2018, page 10, Nourdin
and Peccati, 2012, Theorem 3.3.1) is given by

dry (X,N(0,1)) = sup |E(f(X) — Xf(X))]. (2.4)
FECTR), [ fllco <A/7/2 1 f" |00 <2

e Malliavin operators and distances between laws on Wiener space.
There are two key estimates linking total variation distance and the Malli-
avin calculus, which were both obtained by Nourdin and Peccati. The first
one is an observation relating an integration-by-parts formula on Wiener
space with a classical result of Ch. Stein. The second is a quantitatively
sharp version of the famous 4th moment theorem of Nualart and Peccati.
Let N denote the standard normal law.

— The observation of Nourdin and Peccati. Let X € D2 with
E[X] = 0 and Var[X] = 1. Then (see Nourdin and Peccati, 2015,
Proposition 2.4, or Nourdin and Peccati, 2012, Theorem 5.1.3), for
/€ ClR),

E[Xf(X)]=E[f (X)(DX,-DL™'X), |
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and by combining this with properties of solutions of Stein’s equations,
one gets

drv (X,N) <2E|1 - (DX,-DL™'X) (2.5)

wl-
One notes in particular that when X € H,, since —L7'X = ¢71 X, we
obtain conveniently

drv (X,N) < 2E ’1 —q! ||DX||;’ . (2.6)

It is this last observation which leads to a quantitative version of the
fourth moment theorem of Nualart and Peccati, which entails using
Jensen’s inequality to note that the right-hand side of (2.5) is bounded
above by the variance of <DX, fDL*1X>H, and then relating that
variance in the case of Wiener chaos with the 4th cumulant of X.
However, this strategy was superseded by the following, which has
roots in Biermé et al. (2012).

— The optimal fourth moment theorem. For each integer n, let
X, € Hg. Assume Var[X,] = 1 and (X,,),, converges in distribution
to a normal law. It is known (original proof in Nualart and Peccati,
2005, known as the fourth moment theorem) that this convergence
is equivalent to lim, E [Xf;] = 3. The following optimal estimate
for dry (X, N), known as the optimal fourth moment theorem, was
proved in Nourdin and Peccati (2015): with the sequence X as above,
assuming convergence, there exist two constants ¢, C’ > 0 depending
only on X but not on n, such that

cmax {E [X,] = 3,|E [X}]|} < drv (X, N) < Cmax {E [X,] - 3,|E[X2]]}.
(2.7)
Given its importance, the centered fourth moment, also known as the fourth cu-
mulant, of a standardized random variable, warrants the following special notation:

ke (X):=E[X'] 3.

Let us also recall that if E[F,] = 0, we denote r3(F,) = E[F?] its third cumulant.
Throughout the paper we use the notation N ~ N(0,1). We also use the notation
C for any positive real constant, independently of its value which may change from
line to line when this does not lead to ambiguity.

3. General Context

Let G = {G,t > 0} be an underlying Gaussian process, and let X = {X,, }»>0
be a mean-zero Gaussian sequence measurable with respect to G. This means that
X is a sequence of random variables which can be represented as X; = I (h;) for
every t > 0, i.e. X; is a Wiener integral with respect to G, where h; € H with
‘H the Hilbert space associated to GG. In particular, we do not assume that X is a
stationary process. Define

An(X) = %ZE[X?] and  Vp(X) = % 37 - E[XE).

As we explained in the introduction, the goal is to estimate the asymptotic variance
f of the sequence X, if it exists. Assuming it exists is the first of the following
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four assumptions, i.e. (#1). The other three give us various levels of additional
regularity for the law of X to measure the speed of convergence of a quadratic-
variations-based estimator for f:

(H1) E[X2] — f asn — oo.

(H2) v, (X) := E[V,(X)?] — 02 > 0, as n —» oo.

(H3) |E[X:X]| < Cp(]t — s|) where p: R — R is a symmetric positive function
such that p(0) =1, and C is a positive constant.

(H4) /n|An(X) = f| — 0, as n — oo.

We consider the following estimator of f
. 1 &
(X)) ==Y X2 3.1
)= 30 (31)

We refer to El Onsy et al. (2017b) and Es-Sebaiy and Viens (2019-+) for the con-
struction of this estimator (3.1) for some classes of processes and sequences, i.e. how
it can be interpreted as a discretization of a least squares estimator of f. The next
two subsections study strong consistency and speed of convergence in the asymp-
totic normality of f, (X). We make some comments on the roles and motivations
behind the four assumptions above.

e As we said, Assumption (H1) states that the asymptotic variance f of the
sequence X exists.

e Assumption (#£2) helps establish strong consistency of f,, (X) via the Borel-
Cantelli lemma and hypercontractivity of Wiener chaos. It states that a
proper standardization of f, (X) has an asymptotic variance; it is also used
to help establish a quantitative upper bound on the total variation distance
between a standardized version of f,, (X) and the standard normal law.

o Assumption (#H3) formalizes the idea that while the sequence X is not
stationary, it may have a covariance structure which is bounded above by
one which may be comparable to a stationary one. This assumption itself
is largely used as a matter of convenience, since formally by Schwartz’s
inequality it can always be assumed to hold for the trivial case p = 1.
However, by making further quantitative estimates on the rate of decay of
p to 0, we find convenient explicit upper bound expressions for the total
variation distance of between a standardization of fn(X ) and the normal
law. The corresponding results are in Theorem 3.3.

e In particular, Assumption (H4) quantifies the speed of convergence of the
mean of f,(X) towards f; combined with Assumption (H2) which de-
termines the speed of convergence of the variance of fn(X ), and using
estimates on Wiener space, one can arrive at a fully quantified upper

bound on the total variation distance between /n ( fu(X) — f) and the

law N (0, 02). The corresponding results are in Theorem 3.5.

e The last point above is significant because Theorem 3.5 does not rely on
using v,, which is not observed, to standardize fn(X ). This theorem also
decomposes the distance to the limiting normal law into the sum of three
explicit terms: one to account for the bias of f,(X) (from Assumption
(H4)), one to account for the speed of convergence to the asymptotic vari-
ance (from Assumption (H2)), and one from the analysis on Wiener space
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which uses the speed of decay of the correlations of X (from Assumption

(H3)).

3.1. Strong consistency. The following theorem provides sufficient assumptions to
obtain the estimator f,,(X)’s strong consistency, i.e. almost sure convergence to f.

Theorem 3.1. Assume that (H1) and (H2) hold. Then

fn(X) — f (3.2)
almost surely as n — oo.
Proof: 1t is clear that
Fa00) = 222 4, ()
The hypothesis (H1) and the convergence of Cesaro means imply that, as n — oo
Ap(X) — f.
In order to prove (3.2) it remains to check that, as n — oo, V’i/(g) — 0 almost

surely. According to (H2), there exists C' > 0 such that for all n > 1
‘ Va(X)

1/2
? c
E < —.
vn vn
Now, using the hypercontractivity property (2.3) and Lemma 2.1 the result is ob-
tained. 0

3.2. Asymptotic normality. In this section we study the asymptotic normality of
fn(X). By the product formula, we can write

V,(X) = %Z(xg — BIX?)) = %Zm 2)
k=1 k=1

Set

n

Y (BIXGXi)?,

where the second equality is from elementary covariance calculation, and
Vi (X)

F.(X):= m

= IZ(gn)
where
gn = (v, (X)) 7V2N T pER
k=1

Let us estimate the third cumulant of F;,(X). We have for every n > 1, by the
observation of Nourdin and Peccati (or using calculus on Wiener chaos), we have

r3(Fn (X)) = 2E[F, (X0 (Fo (X)),
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where I't (F, (X)) = 2I3(9n®1gn) + 2/|gn|3,c2- Assume that (%3) holds. We then
have

H3(FH(X)) = 8<gnygn®19n>i{®2
= 8<gna gn ®1 gnﬁ.[@z

8 n
= T yv\3/2 <flaf> <f27f]> <f af]>
(nvn(X))B/ i7j)§:’c_1 k/H HA\J Kk H
8 n
- ° E[X; X3 E[X; X;1E[X; X}].
a7 2 P '
Therefore,
B & s 0 loli = ol = )l = B)

i,5,k=1
2

< g | 2 ) (33)
" |k|<n

The last equality follows from the same argument as for the proof of Biermé et al.
(2012, Proposition 6.3). The symbol < means we omit multiplicative universal
constants.

Now for the fourth cumulant, similarly, we have

“4(F"<X)):W S BIXe X EIX X BX, X E[X0 X
" ki jl=1
9 D2 k=gt et = p0 =)
3
1 4
< on(X)n |klz@lp(’ﬂls (3.4)

where again the last inequality comes from a similar argument as for the proof of
Biermé et al. (2012, Proposition 6.4).

Remark 3.2. In Biermé et al. (2012, Proposition 6.3, Proposition 6.4) the sequence
{Xn}n>0 is a centered stationary Gaussian sequence. In our case, it is not nec-
essarily stationary. Our Hypothesis (#3) is sufficient to avoid the assumption of
stationarity.

Also note that there is no need to take the absolute value of k4 because the
fourth cumulant of a variable in a fixed chaos (F}, is in the 2nd chaos) is known to
have a positive 4th cumulant.

Theorem 3.3. Let N ~ N (0,1) and assume that the hypothesis (H3) holds. Then
there exists a constant C > 0 (which depends on the random sequence F,(X) but
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not on n) such that for allm > 1,

dry (Fp(X),N)
2 3

1 1 4
< Cmax XV Z |p(k)[*/* (X )21 Z lp(k)|3 - (35)

|k|<n |k|<n

In particular, if for some 8 > 1/2, we have p (t) = O (|t|=?) for large |t|, then the
following bound holds for all n > 1

1 if8=1%
o ns=9 ifBe(5.3)
drv (FalX), N) S g n o (072 rHlogn)? =2 (3.6)
n2 if B> 2.

Proof: The estimate (3.5) is a direct consequence of the optimal estimate in (2.7),
and the estimates (3.3) and (3.4) of the absolute third and fourth cumulants we
just computed. For (3.6), since

nt/tifp=1

nl=38  if ICXS (%, %)

PRI GIREe

|k|<n logn if g = %

1 if 8> 2
and
nl/3 if =1
, nTO g e (3,9)

S ek <C

|k|<n logn if 8= %
1 if 3> 32

the desired result is obtained. O

Remark 3.4. The phenomenon observed in the proof of the previous theorem, by
which the estimate of the third cumulant dominates that of the fourth cumulant,
was observed originally in Biermé et al. (2012, Proposition 6.3, Proposition 6.4) for
stationary sequences, and shown in Neufcourt and Viens (2016) to be completely
general in the stationary case (i.e. not related to the power scale). Here we see
that stationarity is not required. This begs the question of whether the phenome-
non generalizes to other sequences in the second chaos, for instance without using
hypothesis (H3). We do not investigate this question here, since it falls well outside
the scope of our motivating topic of parameter estimation.
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Theorem 3.5. Assume that the hypothesis (H3) holds. If for some % < B, we have
p(t) = O (|t|=") for large |t|, then there exists a constant C > 0 (which depends on
X but not on n) such that for alln > 1,

e ({2 (00 - 1)) <\ 7E1A0) -

1 if B= 2

o n3 =30 ifBe (3 3)
+W n~%log(n)? ifB =32
n— if B> 3

In addition if (H2) holds, we have

drv (2 (1X) = 1) .N) < C WA = 11+ o~ %)

g

n2 =% if B e(33)
+C< nozlog(n)? iff=2
n~2 if B> 2.

In particular, if the assumptions (H2)-(H4) hold and for some 5 > 1/2, we have
p(t) = O (|t|=?) for large |t|, then, as n — oo

Valfa(X) = £) 2% N(0,02).

Proof: Theorem 3.5 is a direct consequence of Theorem 3.3, Lemma 5.1, and the

fact that
Vo ()= 1) = Fur [ 2 (4,0 - ).

Remark 3.6. The assumption that |E[X;X,]| < C|t—s|~” for some 8 > 1/2
corresponds to the notion of moderating how long the memory of the data might be.
For instance, when X represents the discrete-time increments of a process based on
fBm with Hurst parameter H € (0, 1), we expect that 5 =2 — 2H. The restriction
B > 1/2 means H < 3/4, a well-known threshold for the limit of validity of central
limit theorems for quadratic variations of long-memory processes.

In general when g € (0, %), which corresponds to 3/4 < H < 1, non-central limit
theorems can be satisfied. The speed of convergence in these types of scenarios
will be slower than when 8 > 1/2, and there is no known general framework to
understand whether the speeds which can be obtained in these non-central limit
theorems are optimal. See for instance the excellent treatment of the classical
Breuer-Major theorem in Nourdin and Peccati (2012, Chapter 7).

The above theorem shows that the speed of convergence in the CLT reaches the
so-called Berry-Esséen rate of 1/y/n as soon as 8 > 2/3, as long as the terms coming
from the bias and variance estimates, namely v/n|A,,(X) — f| and |v,, — 02|, are no
greater than that same order 1/y/n. The threshold 8 > 2/3 coincides with H < 2/3

O
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when one translates into the Hurst-parameter memory scale; this had already been
identified for the canonical stationary case of fGn in Biermé et al. (2012), the paper
which was the precursor to the optimal fourth moment theorem in Nourdin and
Peccati (2015).

4. Application to Gaussian Ornstein-Uhlenbeck processes

In this section we will apply the above results to Ornstein-Uhlenbeck processes
driven by a Gaussian process which does not necessarily have stationary increments.
More precisely we will study the cases which correspond to sub-fractional Brownian
motion and to bifractional Brownian motion.

We consider the Gaussian Ornstein-Uhlenbeck process X = {X;};>¢ defined by
the following linear stochastic differential equation

where G is an arbitrary mean-zero Gaussian process which has Holder continuous
paths of strictly positive order, and 6 > 0 is an unknown parameter. Our goal is to
estimate 6 under the discrete observations {X7,..., X,,} as n — co. The equation
(4.1) has the following explicit solution

t
X = e_et/ e da,, t>0
0
where the integral can be understood in the Young sense, since €’® is a Lipshitz
function. The Young sense coincides in this case with Wiener integral sense here.
As mentioned in the introduction, we will consider two different cases for G: the
sub-fractional Brownian motion and the bifractional Brownian motion.

4.1. Sub-fractional Brownian motion. Consider a sub-fractional Brownian motion
(sfBm) SH := {SH t > 0} with parameter H € (0,1) : this is the mean-zero
Gaussian process with covariance function

Rgn(s,t) == B (SFSH) = * 4 §2H — % ((t+ )" + [t —s[*") .

Note that, when H = %, S is a standard Brownian motion. By Kolmogorov’s
continuity criterion and the fact that

E (S —SM)? < (2-22HNs —tH; 5, t> 0,

we deduce that S has Holder continuous paths of order H —¢, for every € € (0, H).
In this section we replace G given in (4.1) by S¥. More precisely, we will estimate
the drift parameter 6 in the following equation

dX; = —0Xdt +dSf, X, =0. (4.2)
Proposition 4.1. Suppose that H € (0,1). Set
HT'(2H

Then for every t > 0,
|E[X?] — fu(8)] < C2H 2,
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Hence
n-z if 0<H<1/2
C o .
VilAu(X) — fr(6)] < ﬁ;H 2<CQ nttlog(n) if H=1/2
n2H=3/2 if H>1/2.

In particular, if 0 < H < 3/4, the hypothesis (H4) holds.
Proof: Since X; = e~ % fot e dSH, t >0, we can write (see I Machkouri et al.,
2016)

E[X = Ap(t) + 0Ly (t) — %JQH(t),

where
Ap(t)=2He 2% /Ot =105 ds —oH (2H — _%t/ dseas/ dref" (s +r)2H =2,
and

Jam (t *%t/ / ¥ e |s — r|* drds; Ly (t) := e % /Otees(ts)ﬂ{ds.
Hence

BIXE] — J(0) < |Au(o)] + 0| (o) - 225D P | ) - |

We will check that each term of the right side of the last inequality is less than
Ct*H=2 We can write

Ap(t) = 2Hay(t) — 2H(2H — )by (1)

where
t t s

ag(t) == e‘29t/ §H=1e05 s b (t) == e‘20t/ dsees/ dre® (s + )22,
0 0 0

It is clear that
t2H
t) < —=
jan ()] < e
On the other hand,

|bm (1))

t s t 2s
_ 6—20t/ dseOs/ dTBeT(S + ,,,)2H—2 _ e—20t/ 605 dS/ e@(u—s) u2H-2du
0 0 0 s
2t
= e*%)t/ el 2 H =2 (t Au— 7> du
0

o—20t t 2t
= (/ e uQH_ldu—i—/ (2t — u) e’ UZH_2du)
0 t

2H

t 2t
< ——e 0t 4422 / (2t — u) e du < Ct*1 =2,
4H ]
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Hence, for every t > 0, [Ag(t)| < Ct* =2, We also have for ¢ > 0

I'2H +1
JQH(t)(GQH_’_Q)‘

L[ om —ou oo 1 om ou I'(2H +1)
= ‘9 (A u e du —e /O u edu) — W
1

e} t
< 5 / u2H e—Gu du — e—29t/ U2H e0u du
t 0

e—0t/2 00 t
< ; (/ u2H e—9u/2 du+/ ’LL2H e—9u/2 du)
t 0

g Ce—et/? )

For the last term, let t > 0

t I'(2H + 1)
_ 2H _—6u
/0 u e du — —gRE ’

I'2H +1
IQH(t)(ezH_H)’

+oo +oo
_ / u2H efﬁu du < efet/2/ efﬂu/2 UQHdu
t t

< Ce—gt/Q

which completes the proof. ([

Proposition 4.2. For every H € (0, 1), the hypothesis (H3) holds. More precisely,
we have for large |t — s

|E[X: X,]| < Ot — s|*172.

Proof: If H = 1, it is easy to see that |E[X,X,]| < e %t~ < C|t — s[*=2 for
[t —s| > 0.
Now, suppose that H € (0, %) U (%, 1). Thanks to Lemma 5.2 we get

t s

E[X, X | =e ) B[X2] + H2H —1)e e / dv e’ / due®" (v — u)*1 =2
s 0
t s
—H(2H —1)e™% efes/ dv e(’“/ du e (u + v)*1 2,
s 0
Hence,
t s

|E[XX4]] <e P9 B[XY4+2e % e % H|2H — 1] / / e e (v —u)* 2 dudv.

s JO

Define for every o € (0,1)

t
Zo = / e dBY, teR (4.4)



Berry-Esséen bounds for parameter estimation of general Gaussian processes 649

which is a stationary Gaussian process, where B is a fractional Brownian motion
with Hurst parameter « € (0,1). Then, we can write for s < t,

t s
H(2H —1)e e / e e (v — u)* 2 dudv
s JO
t—s 0

= H(2H - 1)e_e(t_5)/ dy eey/ da %% (y — x)?H 2
0 -5

t—s 0
= e E K/ e dBf) (/ e’” dBf)}
0 —s
B2, - e 201 (2 — e 21)]
= Bzl 28] — e B2 2] — ) Bl(Z5)"] + e E(25 21
< C ((t _ 8)2H72 _|_efe(tfs)) )

The last inequality comes from the fact that for large r > 0 E[ZH ZH] < O|r|?H 2
(see Cheridito et al., 2003, or Es-Sebaiy and Viens, 2019-+). U
Define the following rates of convergence,
n1 if0<a<1/2
Pa(n) = (4.5)
n2e=2  if1/2<a <1,
and
n~t if0<a<1/2
Ya(n) = (4.6)
nie=3  if 1/2 < a < 3/4.
Proposition 4.3. Let 0 < H < 3/4. Define
ot =2pu(0°+4 > pu(i) (4.7)
1€N\{0}

where py (k) := E[ZFZH], k € N and Z is the process given in (/./). Note that
pu(0) = fu(0). Then

|E[Va(X)?] = o3| < C¥m(n).
In particular, the hypothesis (H2) holds.
If H = 3/4, we have

EVa(X)’] 9

log(n) 1664

Proof: See Appendix. O

< Clog(n)™t.

Propositions 4.1 and 4.3 lead to the assumptions (H1) and (#2). Then, applying

Theorem 3.1 we obtain the strong consistency of the estimator f,(X) of the form

(3.1).
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Theorem 4.4. Let 0 < H < 1. Then we have

FulX) — () = TLH)

almost surely as n — oo.

Now, we will study the asymptotic normality of the estimator fn(X ) when
0< H< %. Using (3.6) with 8 = 2 — 2H we obtain the following result.

Proposition 4.5. If0 < H < %, then
n-z if He (0,2)

3

n~zlog(n)? if H= 2
dry (Fn(X),N)

N
Q

Wit e (3.Y)

log(n)~3/2 if H=3.
Combining this with Propositions 4.1 and 4.3 we deduce the result.
Theorem 4.6. If0 < H < 3/4, then

arv (L2500 - Fu(0).N) < OVTut)
and if H = 3/4, we have
Vi fu(X) = fu(6))
dry < O-H\/]ng N

In particular, if 0 < H < 3/4, then, as n — 00

Valfu(X) = fu(6) ©5 N (0,0%)
and if H = 3/4, then, as n — oo

VAfulX) ~ F0) 1oy 0 2

law
log(n)

> < Clog(n)~1/2.

4.2. Bifractional Brownian motion. In this section we suppose that G given in (4.1)
is a bifractional Brownian motion (bifBm) BHX with parameters H € (0,1) and
K € (0,1]. The BEK .= {B"* ¢ > 0} is the mean-zero Gaussian process with
covariance function

1 K
H K pHK H H HK
E(BHE B! ):27(@2 + 2 o) )
The case K = 1 corresponds to the fBm with Hurst parameter H. The process
BHK yerifies,

2
E (‘BtH’K _ BSH,K‘ ) < 21_K|t— S|2HK,

so BH-K has (HK — ¢)— Holder continuous paths for any ¢ € (0, HK) thanks to
Kolmogorov’s continuity criterion.
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Proposition 4.7. Assume that H € (0,1) and K € (0,1]. Then we have for large
t>0

|BIX?] — i (0)] < CE2HE2
where
far() :=2"""HKT(2HK)/§?*" K. (4.8)
Then

(NI

n- if0< HK <1/2

Vn|An(X) —p(0)] < C
n2HE=3/2 K >1/2.

In particular, if HK < 3/4, the hypothesis (H4) holds.

Proof: From El Machkouri et al. (2016) and the fact that
X, =e 0 ft e’ dBHK t >0, we can write

E [Xt} = AHJ((ZL) -+ 217K0.[2HK(t) - 27K92J2HK(1L),
where

Ap k(t)
— 22—KHK e—29t /t e@s S2HK_1dS
0
t s
+ 237KH2K(K . 1) 6720t/ / (ST)2H71(S2H + T,QH)K72 eGr 605 drds
and
t
Jomk (t / / Os O (s—r)2HE drds; Ly (t) = efat/ ¥ (t—s) K s,
0

Hence

[BIXF] = n(0)] < [Ar(t)]+

2HKT(2HK)
Lk (t) - 92HE+1

2HKT(2HK)
Jonk(t) — ngmz‘ .

2K -1
92

+27

We will check that each term of the right-hand side is less than Ct2#5~2, We can
write

AH,K(t) = 22_KHKCLH7K(t) + 23_KH2K(K — 1)bH7K(t)
where
t
aH,K(t) — e—20t/ ees SQHK_ldS;
0
and

bHK() _29t// 87“ 2H 1( 2H+T2H)K 2 97" esdeS

It is easy to prove that
(lH7K(t) < CG_Gt/Q .
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On the other hand, using 22 + y2 > 2|xy|, =,y € R, we get

t s
bH,K(t) _ e—29t/ / (s,r)QH—l(sQH + T2H)K—2 eGr er drds
0 JO

/N

t s
672015 2K72/ / (Sr)2H715HK71THK71 e@r e@s drds
0 Jo

bi(t) + ba(1)

where

toe
bi(t) = e 2 / / (sr)AE=1 b &% drds,
o Jo

t s
by(t) = e~ 20! / / (sr)HE=1 b e85 drds.
+ Jo

It is easy to see that

ot

by(t)] < Ct*E =% L Ce™

)

and

o\ HE=L ot gt
[b2(t)] < (2 pHE=1 607 gy

HE=1 gt t
) (/ pHE=1e0m g 4
0 0

2HK—1 e_gt/2+ 1 7\ 2HE=2
0 02 \ 2

VA
S
M\""\H_

THK—l e9r d?“)

t
s |3
< CtQHK—2
< .

We deduce that
Ay r(t) < Ct2PHE=2,

Moreover, by a similar argument as in the proof of Proposition 4.1 we have

| Lo (t) — %ﬁfﬁwﬂ < e 0t/2 (Z)2HK+1F(2HK+ 1),
and
J2nrc(t) - %' = (Z>2HK+2 T(2HK + 1) e 0/2
which completes the proof. ([

Proposition 4.8. For all fized (H, K) € (0,1)x(0, 1], with HK # %, the hypothesis
(H3) holds. More precisely, we have for large |t — s|,

. | [t —sPHE-2H-1 40 < HK < 1/2
E[X:XJ]|<C
[t — s|2HE-2 if1/2< HK < 1.
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Proof: Let s < t. Using Lemma 5.2 we get
E[X:X,]
= o) B[X?]

t s
—22_KK(1—K)6_9t —05/ er/ 60 ( )2H—1( 2H+'U2H)K_2dud’l)

+ 2" KHK(2HK —1)e™% —95/ / 0)2HE=2 gy dy.

As in the proof of Proposition 4.2 we have

5H —e —0t —05/ / 2HK Qdudv C|t |2HK—2.

Set
Am K / / v WP+ o) K2 dudo.

If H 2 , we have for 0 < u < v,
(uv)2H—1(u2H +’U2H)K_2 < 1}2HK_2 < (’U _ u)ZHK—Q.
Thus, if we assume that HK # %, Ak < Cdpr < C|t — s|?HE=2,
If H< l, it is clear that s — e%* fos e 42" =1dy is bounded. This implies
Amx <Ce™ Ot/ 0v 2H—1 2HK—4H g, cy2HK-2H-1 < Ot — 5)2HK-2H-1
S
which finishes the proof. U

Using the same arguments as in Proposition 4.3 we obtain the following result.
Proposition 4.9. For all firzed 0 < HK < 3/4,
|E[Va(X)?] = o051 | < C¥mrc(n)

where
otk =4 (o k() — (1= 2"5) e " p c(0))” + 277K pyy (0 (4.9)
iEN*
with py i (k) == E[ZHEE ZIE] k € N where Z1E s the process given in (/./), and
pu Kk (0) = %. In particular, the hypothesis (H2) holds.

If HK = 3/4, we have

EVa(X)?] 9
’ log(n)  166*

< Clog(n)~t.

Similarly as in Subsection 4.1 we obtain the following asymptotic behavior re-
sults.

Theorem 4.10. Let H, K € (0,1). Then we have
fu(X) — fax(0) =2'"KHKT(2HK)/§*1K (4.10)

almost surely as n — oo.
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Theorem 4.11. Let HK € (0,3/4) \ {1/2} and N ~ N(0,1), then
drv (\/ﬁ(fn(X) - fH,K(9))/UHK,N) < CvVuk(n)
and if HK = 3/4, we have

drv <\/H(an(X) - fH,K(o))aN> S OlOg(”)il/Q'
onx/1og(n)

In particular, if HK € (0,3/4) \ {1/2}, we have as n — oo

Vifa(X) = frxe(6)) % N0, 0 )
and if HK = 3/4, we have as n — 0o

\/ﬁ(fn(X) _fH,K<9)) M)N(O U%{K)
log(n) TR

5. Appendix

Lemma 5.1. Let N ~N(0,1), p € R and 0 > 0. Then

™
dry (u+0oN,N) < \E|M|+2|1—02|. (5.1)

Consequently, for every integrable real-valued random variable F,

1
dry (u-+ oFN) < dry (FN)+[Tlul +2[1 - 2. (52)

Proof: In order to prove this lemma we will need the following result: for every
bounded function f € C*(R), we have

E(Nf(u+0N)) = o (f (1 +oN)).

Indeed, by integration by parts, straightforward calculation leads to

0 —x2/2 0 —x?/2

E(Nf(p+oN)) = / mf(u—l—ax)em dxza/ f’(u—&-aw)em dx
= GE(f(u+0N).

Thus, using (2.4), we can conclude

dTV(u+0N5N)

= sup |E(f'(n+0oN)—(u+0oN)f(u+oN))|
FECTR), I flloo <A/7/2, 1 /[l o0 <2
= sup |(1=0*)Ef (n+oN) — pEf(u+oN)|

FECTR) I flloo <A/ m/2,11 " [0 <2

i
< /3l +2l - o)
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which proves (5.1).
Now, let us prove (5.2). If f € CY(R),[|f]lco < /7/2 and [|f'||co < 2, we have

|E(f(u+0F) = (u+0F)f(n+oF))
<|E(f(p+0F) = oF f(u+oF))| + [nEf(n+ o F)|

<dry (0F, N) + +/7/2|pl,

where we used that z — f(p+ ) € CYH(R), [|f(r+ oo < /7/2 and ||(f(u +

)) Moo < 2.
Moreover,
1
dTV (G'F, N) = dTV (F, N>
o
1
< dry (F,N) +drv (N, N>
o
< dTV(RN)‘FQ‘l—Q )
o
where the last inequality comes from (5.1). We can then conclude (5.2). O

Lemma 5.2. Let G be a Gaussian process which has Hélder continuous paths of
strictly positive order and X is the solution of the equation (4.1). Define Rg(s,t) =
E[GsGy], and assume that 28 (s,r) and d@sé)r (s,r) exist on (0,00) x (0,00). Then
for every 0 < s < t, we h(we

E[X. X, =e "9 B[X2] 4 7% —‘9*/ / aua (u,v)dudv.  (5.3)

Proof: Fix s < t. We have

s t
EX.X;] = FE Kef’s / et dGu) <e9t / e deﬂ
0 0
s t
= e 0t=9) E[X?] + e e 5 p [/ e dGu/ e de} .
0 s

Moreover, by (2.1),

s t
e Ve p {/ el dGu/ e de}
0 s
s t
—e el R Kees Gs—0 / e Gudu> (e"t Gy —e* Gl — ¢ / e Gq,dv)]
0 s

t s
—hebs / e R (s, v)dv — 0 / e’ Re(u, t)du
s 0

+9608/ e Re(u, s)du+02/ / Ou e Re(u,v dudv].
0

Applying again (2.1) several times we get the last term of (5.3). Thus the desired
result is obtained. O
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Lemma 5.3. Let X be the solution of (/.2), and let 0% be the constant defined in
Proposition 4.5. If 0 < H < 3/4, we have

|E[Va(X)?] = o < Oy (n).
If H = 3/4, we have

’E[V”(X)Q] ) < Clog(n)~t.

log(n)  166*
Proof: We have V,(X) = Iy(fn2), with fn 2 = % S £, Then

2 25
E[Va(X)?] = U f)n)® == ) (BIXp X))
"= "=
2 ¢ oz, 2\ 2
= 2 EXE S Y (B
k=1 k=1
k£l
(I
We will need the following lemmas.
Lemma 5.4. Let X be the solution of (/.2). Then,
1 n
~ > (BIX{))? = fu(0)*| < Coom(n).
k=1
Proof: By Proposition 4.1 we deduce that
1 n 1 n
EZ(E[X@)Q —fu(0)? < gZ| [(Xi] = fu(O(E[X] + fu(0))
k=1 k=1
C C _
< EZ |BIX7] — fu(0)] < gzkw 2
k=1 k=1
< Cop(n).
U

Lemma 5.5. Let X be the solution of (4.2). If 0 < H < 3/4, we have

n

1
J(n) = |~ S (EXeX;)? =2 pu(i)’| < Cvom(n).
j’kk#jl iEN*

Proof: Suppose that H # 1/2. Using (5.3), we have

= Z E[X1X,])?> = Ei(n) + Ex(n) + Es(n) + Es(n) + Es(n) + Es(n)
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n—1 n n—1 n
4 . 2
E3(n) = E Z Z a(kaJ)D(kmj)v E4(Tl) = E Z A(kv.])2
J=1 k=j+1 =1 k=j5+1
4 n—1 n 9 n—1 n
J=1k=7+1 =1 k=7+1

with for every s <t

t s
A(t,s) == H(2H — 1) e % ¢ ee”/ e (u — v)* =2 dudv,
s 0

t s
D(t,s) = —H(2H — 1)e % 7% e9”/ ¥ (u 4 v)* 2 dudv.
s 0
Then, we can write

2 ,—26 —20
72%[(_ )e Es(n) —4fu (0 (Z e p( 7ff£916_29 ) ’

Ey(n) —2 Z 701')2

J(n) <[Ei(n) - |+

+[E3(n)| + + |Es(n)| + |Es(n)|.

On the other hand,

2fH(0)2 6720

< %Z S e D) ([B(X) — fu(6)?)

E1 (n) —

1—e20
J=1k=j5+1
2 o 2 2fH( )?e?
H25 3 e e O
j=1 k=j+1
n—1 n
< Z Z e—20(k 7) 2H 2
n j=1k=j+1
+2fH(9)2 (Z —291+ Zle z)
i=n
< z_: 2H— 22_: —20i —26n+ —1
< C%OH() (5.4)
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Furthermore,

n—1 n
4 . ‘
Ey(n) ==Y e """ E(X})[E[Zk—; Z0] — e """ B[Z5]
et
— e % E[ZoZy) + e % E[Z0Z]]

n—1

n—1 n _
SIS Y e Bk - POy
j=1

> a0 )
Jj=1k=j+1 k=j+1

n

n—1
4 iy Cin
_HE :e 9JE(X]2) E: e 0k ])p(k)
=1

k=j+1
477,71 n
. 2 —0(k—j) ,—0k
+ oD PUEX]) Y e e
j=1 k=j+1

= By(n) — E3(n) — E3(n) + E3(n).

For El(n), we have

E3(n) — 4fu(0) 3 e~ p(i)

iEN*
4 n—1 n ‘
<=3 M ED B — fuO)llpk - )]
=1 k=j+1
1 n—1 n ' 00 .
A frO)] | =D D D plk =) =Y e pi)
Jj=1k=j+1 i=1
<C (nszz T n’l)
because
1 n—1 n ) [e%s) ) [e%s) ) 1 n—1 .
SO0 D0 ek =) = Y e pli)| = Do pli) = - D e pli)
J=1 k=j+1 i=1 i=n i—1

oo 1 n—1
<l + - S ilpi)] e
i=n i=1
<C (nQH—Q + n_l)
and by using a similar argument as in above, we also have

n—1 n
4 T . - -
S 3 B ~ fa @)k )] < C (0 a7,
j=1k=j+1

By straightforward calculus, we also have

B3 (n) = 4fm(0) Y e | < Com(n).

i=1
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For E3(n), we have
4 _ _
|E5(n)] < nze YIE(XZ) — fu(0)] Z e D) (k)|
k=j+1
4|fH i: —0j Z —G(k—j) |p(k)|
j=1 k=j+1
< Cn L.
For E3(n), since
n—1 n n—1
4 (i ) _ C c
3TN D p(IBE) — fu()] e < 3 <
j=1k=j+1 =1
and
_ C <
fz\p Y et 6k<ngff 2 < Cpuln)
k=j+1
we get
|E3(n)| < Cou(n).
Thus, we conclude
— _ i g fu(0)e?*
Ey(n) — 45 (6) (Ze % p(i) — Tz || < Cen(n). (5.5)
i=1
For E3(n), since for every Yk > 7, |D(k,j)| < C(jk)" !, we can write
C n—1 n .
Esm) < =30 3 e B (k)
j=1k=j+1
O n—1
< = —0(k—j) 2 -1
< - > Z |E(X3) = fu(0)|(kj)"
J=1k=j5+1
n—1 n ]
+fu(0)) Y eI (k)
j=1k=j+1
n n—1
< Gz
Jj=1
< C<pH ). (5.6)

(n
For E4(n), we first calculate A(k, j)?. We have

Ak, §)* = plk = 5)% = 2p(k — ) =79 p(0) + p(0)? e 27T e 720% ()2

=27 p()p(k) + e p(k)? + 267" p(k — j)p(j)

—2e7% p(k)p(k — j) — 2670079 p(0) e p(j) + 27" p(0)e =" p(k).
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Hence, we need to study the rate of convergence of the following terms. We have

9 n—1 n o) e8] 9 n—1
EZ Z p(k__j)2_22p(i)2 < 227;4H—4_~_EZZ-4H—3
i=1 i=n i=1

j=1k=j+1

4p(0) |- i Z e p(k =) =Y e p(i)| < 4p(0) e
i=1 j=n

j=1k=j+1
n—1
+4P(0) Z o0 j2H -1
[
< Con(n)
and

n

0)2 12 z o= 200k3) 267292 <COnt.

=1 k=j5+1

Moreover, it is clear that

LS S et g2 4 00 o) o) + e (7] < O

=1 k=j5+1
and
C n—1
*Z Z ok = 9)llp()] < ngzH’zécwH(n)
J=1k=j+1 Jj=1

In addition,

n

*Z Z O p(R)lp(k = )| < *Ze*‘” > (k=g
J=1k=j+1 k=j+1
C 0o n—1
~ 4H—4 —0j -1
én_ S —0(k—3) —0k 2H—2 —0(k—j)
w2 2 e < ZJ > e
J=1 k=j+ k=j+1
n—1 n 4 —
Z efe(k 7) )‘efej < Z Z eft‘)(k 7) )2H 2
j=1k=j+1 = k=j+1

A
@
I M
!
agE:
a
§

VA
Q
S
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Thus,
n) =23 (pli) = fu(6)e™")"| < Com(n). (5.7)
For E5(n), we have

Bl < S5 30 (e g

j=1k=j5+1
C —1 n
< ZjH—lsz 2Z+j 1
n =1 %
2
c & 2H—2
< = <C . 5.8
- Z] Yu(n) (5.8)

Finally, using D(k,5)? < |A(k, j)||D(k, j)| Vk > j, we get
[Es(n)] < C|E5(n)]- (5.9)
Combining (5.4), (5.5), (5.6), (5.7), (5.8) and (5.9) the proof is completed. O
Let us now study the case when H = 3/4.
Lemma 5.6. Let X be the solution of (/.2). If H = 3, we have

1
1 - > 9 C
- 1) A, . .
nlog(n) j;l (EX X)) 3204 | ~ log(n) (5-10)
o

Proof: Using similar argument as in above, it is straightforward to check that

|Ex(n)] + |Ea(n)] + [E3(n)| + |Es(n)] + [Es(n)] < C,

and
L _Byn) - | < Clog(n)?
log(n) 3204 | ©
which completes the proof. (I

Lemma 5.7. Let X be the solution of (/.1), with the process G is a bifBm. If
0 < HK < 3/4, we have

- 42 (1= 2'75) e p(0)]" = 22K p(0)?| < Cohrarc(n).
If HK = 3/4, we have
E[Ké((f)ﬂ ~ oo < Clog(n)™.
Proof: We can write
BIGY = 2 3 (X + 5 S el
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where
1 — _ 1 — _ _
- > (EIX)? = 227Kp(0)%] < - D IBIXE] = 2K p(0)|(BIXF] + 25 p(0))
k=1 k=1
< 92":|EX2 217K 5(0)]
n
C n
< ZkQHK 2
"=
< Cyork(n)
Moreover,
1 O 2 = . 1-K\ —6i 2
- S (EXe X)) =2 (p(i) — (1-2"75)e™ p(0))?| < Cux(n).
j.k=1 i=1
k#j
Indeed, we have
k.j= 1
where
. 2 n—1 n 4 n—1 n .
Bun)= =3 3 alk ), Faln)i= > alk,jAk,j)
" Jj=1k=j+1 j=1 k=j+1
. 4 n—1 n o . 9 n—1 n o )
Ey(n) =~ alk, YDk, ), Fa(n)i== 3" 3 Ak, j)
j=1k=j+1 j=1 k=j+1
. 4 n—1 n o 9 n—1 n o )
= Z (k,4)D(k,j), Ee(n):= - D(k, )
Jj=1k=j5+1 j=1k=j+1

with for 0 < s < t,
a(s,t) = e 909 B[X2),

t s
At,s) =2""KHK(2HK — 1)~ e_gs/ egv/ e (1 — v)2HE =2 dyd,
s 0

t s
D(t,s) =2 FK(K —1)e % e*‘gs/ / % e (u)2H =1 (v 4 v E =2y dy.

Using similar arguments as in the subfractional case, we obtain

o 23—2K 0 2 ,—20
e
= 3K, 0i 3-K e
+ EQ( — 2 Z e ’L 2 ,0(0) 1_76_29
+‘E3 |+ Ey(n —QZ e —i—‘E )|+’E6(n)‘

< C¥ug(n)
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which completes the proof of the first inequality of Lemma 5.7.
By using similar techniques as in above we also obtain for HK = 3/4,

1 - 9 1

_ E[X, X)) - =—| <Ol -1

nlog(n) j;l( (X X5])" = 35 52| < Clog(n)
h#j

which finishes the proof. O
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