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 
ABSTRACT 
 
Individual sentiments on current certain issues were expressed 
through social media as well as to get the pulse of the majority 
population in certain circumstances, specifically on disaster 
management issues. To conduct a sentiment analysis of the 
disaster evacuation and relief operations in the Philippines, 
the researchers used Twitter social media. The qualitative 
research methods and sentiment analysis were used to collect 
and analyze the data. The GetOldTweets application was used 
to collect the tweets related to disaster relief and evacuation 
from the year 2013 to the year 2017 and serves as the data sets 
for the analysis of sentiments. Social media posts written in 
English and Filipino tweets were analyzed by using the 
Waikato Environment for Knowledge Analysis (WEKA) 
tools to manually annotate positive or negative tweets and 
validate classification model output using stratified cross 
validation and support vector machines (SVMs) algorithms. 
The manual classification model received a high percentage 
of correctly categorized instances using the 10-fold cross 
validation with the classifier SVMs. Tweets with positive and 
negative sentiments will significantly improve to have an 
effective and efficient activity for relief and evacuation. 
Government needs several measures to strengthen the 
evacuation process and the management system for relief 
operations. 
 
Key words : disaster, evacuation, machine learning, relief 
operations, sentiment analysis, vector machine.  
 
1. INTRODUCTION 
 
Evacuation and relief operations are the main disaster 
response activity during a disaster. Consequently, emergency 
management and successful operations depend heavily on the 
cooperation of various organizations. It will lessen the impact 
of the disaster on human life as well as assist the person 
affected during the disaster in their basic needs [1]. A 
significant number of homeless people have to be evacuated 
from the emergency sites to temporary shelters after an 
emergency. The evacuation power, however, is insufficient, 
 

 

evacuees have to be evacuated in batches and even evacuated 
to evacuation centers, they still have to wait for aid because 
the relief services are insufficient [2].  
 
It is critical for the organizations concerned to consider the 
rapid change in the human population within impact areas and 
recognize the social perception of local residents when 
designing evacuation plans. [3]. And, despite the good 
governance of the organization concerned in the process of 
disaster relief and evacuation, there are some sentiments that 
can read about the evacuation and relief service management 
system in social media. Information coming from social 
media can help individuals to be aware of what is happening 
in the world, in particular about disaster. Thus, individual and 
affected population of various disasters in different locations 
in the Philippines have different sentiment about the country’s 
evacuation and relief operations management program.  
 
Social perception means opinions or sentiments. Twitter is 
now one of the social media that is used in many cases to 
convey individual opinions or sentiments. Such opinions or 
sentiments may be positive, negative, or neutral. Social 
networking is a rich data base for evaluating the social effects 
of dangerous systems and human actions in crisis situations  
[4]. Similarly, social media offers a plethora of information 
during the disaster that includes information about the nature 
of the disaster, the emotions of people affected, and relief 
efforts [5].   
 
Many researchers have conducted analyzes of sentiment in the 
past few years. The area of research that analyzes people's 
thoughts, feelings , perceptions, behaviors , and emotions 
towards goods , services, organizations, individuals, problems, 
events, subjects, and their attributes [6] and one of the forms 
of natural language processing to track public opinion on a 
specific product or topic [7] is an examination of sentiments..  
Sentiment analysis is very useful nowadays in various fields 
of study since analyzing of sentiments in one case can be used 
by several individuals to solve any issue.   
 
One of the ways now to identified or classified the sentiment 
of the individual in certain situations or issues is to conduct 
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study in the sentiment analysis in different issues or situation. 
The sentiment detection methods were derived from those 
used for documents, but explored necessary changes to the 
methods for the unique characteristics of Twitter microblogs, 
such as message shortness and emoticon usage, etc. It can be 
used as an effective tool for educating humanitarian efforts 
and improving how insightful announcements are prepared 
for the people towards crises or disasters [8]. Microblogging 
sites share their thoughts with millions of people every day, 
including Twitter, where users share comments and thoughts 
on all in real-time [9].  
 
Using sentiment analysis, the Filipino opinions and 
sentiments are conveyed and then discussed [10]. In this 
context, the researchers come up with this study to identify the 
sentiments of a Filipino in terms of evacuation and relief 
operation management system of the Philippines. In particular, 
it aims at answering the following questions: (1) what data 
sets may be collected for sentiment analysis on evacuation 
and relief operations related tweets; and (2) what are the 
common sentiments of the Filipino in evacuation and relief 
operation management system in the Philippines during the 
disaster?  
 
2. METHODOLOGY  
 
The researchers use qualitative research approach to analyze 
the data required for the evacuation and relief activity 
management system sentiment analysis. This study's 
methodology structure consists of data selection, manual 
tweet classification into relief and evacuation activity, data 
cleaning , data annotation and training set performance 
assessment as shown in Figure 1..  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Figure 1: Methodology of the Study 
 
Data collection is the process of getting sentiment tweets from 
Twitter  using GetOldTweets [11]; manual classification is the 

process where the researchers manually classified  the  
collected  tweets  into  relief or  evacuation process; data 
cleaning  is removal of unnecessary words or elements of 
tweets such as hashtags and etc.; annotation of data is the 
manual labelling of the sentiments tweets into positive and 
negative sentiments; and machine learning is the validation of 
the performance of the data model. 
 
2.1 Data Collection and Data Source 
 
The researchers use GetOldTweet application programming 
interface, one of the application interfaces in python to collect 
the tweets from the twitter's raw data. The data sources are 
tweets about the Philippines disaster evacuation and relief 
activity from January 2013 to December 2017. It started in 
2013, since this year's typhoon Yolanda happened, one of 
Philippines' biggest disasters. Many Filipinos use twitter to 
express their views on the disaster situation where a total of 
25,123 sentiment tweets related to disaster evacuation and 
relief operations are contained in the data sample collected by 
the researchers. 
 
2.2 Manual Classification 
 
Out of 25,123 tweets, the researchers manually classified 
13,137 tweets related to relief operation and 11,996 tweets 
related to evacuation operation. 
 
2.3 Data Cleaning 
 
The researchers undergo the data cleaning process using the 
Waikato Environment for Knowledge Analysis (WEKA) to 
remove duplicates, URLs, mentions, hashtags, symbols, 
numbers and upper-case words [12] machine learning tool and 
notepad++  by means of regular expressions. Only 786 
relief-related tweets and 413 evacuation-related tweets are 
retained after data cleaning.  
 
2.4 Annotation of Data 
 
In identifying positive, the researchers manually classified the 
tweets into positive or negative sentiments.  Positive words in 
English and Filipino in the tweets were identified and analyze 
to classify the positive sentiments. To identify the negative 
sentiments, the researchers look for negative words in English 
and Filipino then analyze the sentiments.   
 
2.5 Machine Learning 
 
WEKA was used as machine learning tools for testing the 
training set; supervised learning was used in training the 
system to classify the tweets as positive or negative, and 
stratified 10-fold cross-validation was used to evaluate the 
classification model results. 
 
The performance assessment is carried out using the standard 
metrics Accuracy , Precision , Recall and F-Measure to 
evaluate the training package, as shown in Table 1. 
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The dataset is randomly divided into 10 equally sub-sets of 
approximately equal sizes in 10-fold cross-validation, and the 
tweet classes are shown proportionally. The classification 
model is learned and tested 10 times, the 9- folds being used 
as the set of training data and the remaining 1-fold as the set of 
test data [13]. Likewise, SVM classifier algorithms were used 
in this study. SVM are two of the most widely used 
classification algorithms for Machine Learning. SVM is a 
learning tool that is used in binary grading. The basic concept 
is to find a hyper plane that divides the d-dimensional data 
optimally into their two groups [14]. Since the example data is 
often not linearly separable, SVM implements the notion of a 
kernel-induced feature space which projects the data into a 
higher-dimensional space where the data is easier to separate 
[15]. 

Table 1: Metrics of Evaluation 
Metric Description 

Accuracy Properly classified sentiments by the 
researchers  

Precision The researchers' correct positive or 
negative feelings about the total amount 

of positive or negative feelings the 
computer detects. 

Recall The number of positive or negative 
sentiments identified by the machine 

over the total number of manually 
classified by the user as positive or 

negative sentiments. 
F-Measure The precision and recall value multiplied 

by two and divided by the sum of 
precision and recall value.    

 
3. RESULTS AND DISCUSSIONS 
 
This section presents the data set findings, the preprocessing 
procedure, the evacuation and relief activity sentiment 
analysis, and government involvement. 
 
3.1 Data Set  
From manually classified by the researchers of 13,137 relief 
operation-related tweets and 11,996 evacuation-related tweets, 
data cleaning obtains 786 tweets related to relief and 413 
tweets related to evacuation with a total of 1,199 sentiment 
tweets is retained. This was served as the datasets of the study 
as shown in Table 2. 

 
Table 2: Evacuation and Relief Operation Data Sets 

Classification Positive 
Tweets 

Negative 
Tweets 

Total 

Relief Operation 525 261 786 
Evacuation Operation 191 222 413 
 
3.2 Performance evaluation of the classification model 
 
The researchers use 10 stratified cross-validations with an 
algorithm of support vector implemented in machine learning 
software to test the classification model's performance 
evaluation. Figure  2 shows the overview results of the 0-fold 

stratified cross-validation using SVM as the classifier 
algorithm for machine learning software to validate the 
classifier relief process model were released. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2: Summary Results of Stratified Cross-Validation of Relief 

Operation Sentiments 
The SVM model achieved an average accuracy of 93,0025 
percent based on the summary results of stratified 
cross-validation of relief operation sentiments, indicating that 
the SVM model categorized 731 unique tweets as being 
properly classified out of 786 unique tweets. In terms of recall, 
the SVM classifier classified 521 positive feeling tweets and 
only 4 positive feeling tweets classified as negative tweets 
resulting in a 99.2 percent recall value for positive class, while 
the SVM classifier classified 210 negative feeling tweets for 
negative class and only 51 negative feelings classified as 
positive tweets resulting in a recall value of 80.05 percent for 
negative class. In terms of precision metrics, the sentiment 
tweets classified 93.4% of all tweets which the SVM 
algorithm classifies as positive and F-Measure shows that the 
classifications of manual tweets are correctly classified with a 
weighted 92.8% mean. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 3: Summary Results of Stratified Cross-Validation of 
Evacuation Operation Sentiments 
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The high percentage rating of the binary categorized data sets 
received on the True Positive indicated that the manually 
annotated relief operating data sets were deemed to be right 
instances. Figure 3 revealed the overview results of the 
10-fold stratified cross validation using SVM as the 
classification algorithm of machine learning software for 
validating the evacuation classifier model operation 
sentiments. 
 
The SVM model achieved an average accuracy of 96.1259 % 
based on the summary results of stratified cross-validation of 
evacuation activity feelings, which means that the SVM 
model categorized 397 unique tweets as being correctly 
classified out of 413 unique tweets. In terms of recall, the 
SVM classifier categorized 208 negative sentiment tweets and 
only 14 negative sentiment tweets classified as positive tweets 
resulting in a 93.7 percent recall value for negative class while 
the SVM classifier classified 189 positive sentiment tweets 
for positive class and only 2 positive sentiments classified as 
negative tweets resulting in a recall value of 99%. With regard 
to the precision metric, the SVM algorithm correctly listed the 
feeling tweets as 96.3 percent of all tweets. And, F-Measure 
shows that manual tweet classifications are properly classified 
with a weighted 96.1 % average.. 
 
The high percentage rating obtained on the True Negative of 
the binary classified data sets implied that the manually 
annotated data sets for evacuation operation were considered 
to be correct instances. 
 
3.3 Sentiment Analysis 
 
Table 3 shows the sentiment tweets for relief and evacuation 
operations. Based on the manual annotation of the sentiment 
tweets in relief operation, the sentiment analysis result is 
66.79% positive sentiments, while on SVM Classifier using 
WEKA, it is 72.77% positive sentiment tweets on relief 
operation. It means that the government, non-government 
organizations and other individuals are supporting one 
another to have enough reliefs for the victims of the disaster. 
However, 33.21% on manual annotation and 27.23% on SVM 
Classifier using WEKA has a negative sentiment on relief 
operations due to the slow process of distribution of reliefs on 
the affected area. 
 

Table 3: Sentiment Tweets for Relief and Evacuation Operations  
 

Classification 
Manual 

Annotation 
SVM Classifier 
using WEKA 

Positive  Negative  Positive  Negative  
Relief 

Operation 
66.79% 33.21% 72.77% 27.23% 

Evacuation 
Operation 

46.25% 53.75% 49.16% 50.84% 

 
On the other hand, the evacuation sentiment tweets result is 
53.75%   having a negative sentiment on evacuation operation 
on manual annotation process, while in SVM Classifier using 

WEKA is 50.85%, suggesting that evacuation process needs 
some enhancement such as building more evacuation center to 
avoid the crowded in evacuation. Though, the 46.25% have 
positive sentiments tweets on manually annotation and 
49.16% in SVM Classifier using WEKA, since preemptive 
evacuation process is always done and temporary evacuation 
is always ready before disaster. It implies that the stratified 
cross validation of the manual annotation of relief and 
evacuation sentiment analysis is correctly classified using 
SVM classifier. 
 
4. CONCLUSION 
 
Twitter is one of the subscribers’ ways to express their 
negative or positive opinions or sentiments through their 
posted tweets about disaster relief and evacuation operations 
happen in the country before, during and after the disaster. 
But, as what happened in the data sets of this study, not all 
tweets are written in English, most of the tweets are written in 
Filipino languages. In this case, the right pre-processing 
techniques were used to verify the classification model's 
performance evaluation. Based on the results of the study, the 
ratio of positive to negatives tweets related to relief operation 
is 66.79% to 33.21%, while on evacuation operation, the 
ration of negative to positive tweets is 53.75% to 46.25%. 
Tweets with positive and negative sentiment tweets will 
significantly improve the effectiveness and efficiency of relief 
and evacuation operations. 
 
In addition, 10-fold stratified cross-validation with the 
application of the SVM algorithm in the machine learning 
tools will verify the output of the manual classification model 
even if the data sets are composed of Philippine languages, as 
long as they are subject to the appropriate pre-processing 
techniques. The metric of evaluation that could be used to 
validate the classification model are accuracy, precision, 
recall, and f-measure. 
 
Thus, research on preprocessing techniques and feature 
extraction on Filipino languages should be developed using 
the machine learning tools for an effective and efficient 
sentiment analysis.  
 
Furthermore, relief operation and evacuation processes are an 
important procedure before, during and after the disaster.  
Based on the results, the government needs an intervention to 
continually provide better relief operations and evacuation 
process. One of the interventions that the government should 
take is to enhance the inventory of different resources, 
specifically foods and non-food items so that relief victims is 
sufficient on this. Secondly, the government should 
implement a policy on relief distribution, consider the 
different factors, such as gender and age issues. And lastly, 
the government should continue to build a proper, better and 
safe evacuation center with the proper facilities that the 
evacuees needed. 
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