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Abstract: Emotion recognition is the process of detecting and classifying human emotion. The aim of facial emotion recognition 
(FER) is to, recognize various types of human emotion from an individual’s facial expression. The paper discusses the previous 
approaches and methods applied to perform emotion detection. A model has been developed using Convolution Neural Network 
for real time emotion detection. The accuracy of the model has been discussed and suggested the means to further develop the 
model. 
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I. INTRODUCTION 
Emotion detection is the process of recognizing human emotions from facial expressions. Automatic emotion recognition is one of 
the most largely researched topics. An emotional state of an individual can be deciphered mostly by the careful observation of 
changes in one’s facial expressions, tone of voice, etc. A study conducted by Mehrabian proved that we gather 55% of the 
emotional information visually, 38% of the emotional information is interpreted vocally and 7% verbally. [6]. When a person 
changes the state of emotion, it first gets reflected in the change of his/her facial expression. Thus, mapping facial expressions with 
various emotional states has become an area of research interest. Scholarly works manifested into the creation of many databases 
with effective mapping of emotions and facial expressions. The use of many machine learning and deep learning models has been 
discussed in the extant literature where accuracy scores are found to be widely varying. In this paper, we have discussed a deep 
learning model that we have developed and checked its accuracy using a database named FER2013. While developing the model, we 
have classified the emotions in seven states, namely neutral, happy, sad, surprise, fear, anger, disgust, and contempt. 
While studying the facial expressions various features of the face are examined. Nose, eyes, the endpoint of the mouth, eyebrows, 
etc are some of many features which are used to detect the face in the image, and depending upon the variations of these 
features in one particular image helps in detecting the emotion. The challenge lies in extracting features from one face and 
classifying the facial expression into one particular state of emotion. Another challenge is to detect the same emotion from a 
different set of people as different people have different ways of expressing their emotions. As a result, the expressions may also 
vary based on different situations such as the person’s mood, skin color, age, culture, etc [2]. 
 

II. LITERATURE REVIEW 
“Discovering Psychology" depicts emotion as “a complex psychological state that involves three distinct components: a subjective 
experience, a physiological response, and a behavioral or expressive response.” [16] Apart from deriving a basic understanding of 
emotions, a plenty of researches have been conducted to understand the basic raw emotions that anyone may go through. 
Paul Eckman (1972) classified emotions in six basic categories. They are “anger, surprise, happiness, sadness, fear, disgust”. [10]. 
Robert Plutchik, a renowned psychologist, developed another form of the emotion classification system. This was termed as 
“emotion wheel” and also termed as the “Plutchik wheel”. [11]. 

Figure 2.1: Plutchik wheel 

This theory depicts that four sets of core emotions are being felt by people. Each set contains two contrasting emotions and hence 
they are being put in opposite pairs of wheels. Sadness and joy sits opposite to each other in the wheel. Similarly, anger and fear 
faces each other. The third set consist of expectation and surprise and the fourth set has the contrasting pair of disgust and trust. [11] 
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One research study used skin color range to detect the face region in the image. After face detection, the ratio of the widt of 
multiple regions in the human face is calculated to identify the facial features. Partitioning is done using the Aw-SpPCA algorithm. 
“Given as input any emotion of face, this pattern training set will classify the particular emotion”. [12] 
Another approach widely used is called the Geometric Approach. Components of the face are extracted and divided into various 
sections like the eye’s section, mouth section, etc. Once these features are extracted, Euclidean distance between these sections is 
calculated, which in turn is used for the classification of emotions. [13]. Many other techniques are developed for facial emotion 
detection. All of them are mostly divided into 2 categories: Feature-based and View based. [14], [15]. Gabor filters that use the 
Appearance Based approach are used to classify emotions. These filters use a “multi-layer perceptron neural network to classify 
emotions.” “Principal Component Analysis” is used for feature and dimensionality reduction. 
 
Some of the pre-exisiting work done on the topic are mentioned below: 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1: Various methods for FER [5] 

A. Systems and Methods 
1) Deep Learning: Machine Learning has various branches, deep learning is one of them.Artificial neural networks is the unitary 

part of deep learning. For deep learning models to perform with high levels of accuracy, large datasets are required. These 
deep learning models learn from the data fed to them. These deep learning models automatically extract necessary features 
from the input data. Typically, deep learning models, in terms of accuracy, perform more efficiently than machine learning 
models but require more data and time to be trained. 

2) Database: The reason deep learning models are considered more efficient than and generally preferred over machine learning 
models is because of the presence of neural networks cascading one after the other. These cascaded neural networks account for 
automatic feature extraction. These neural networks need to be trained on large datasets. Several FER databases are now 
publicly available to researchers for creating and training their model based on neural networks. Some are presented in Table 2. 

Table 2: Description of available Databases [7] 
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Images in grayscale of faces having size 48x48 pixel constitutes the FER2013 data set. The portion of the faces in the images are 
positioned in a manner that they are almost centered, all the faces have almost equal occupancy dimension wise in the image and 
they can be detected automatically. As discussed above, the objective is to detect one of the seven facial expressions and thereby 
classifying the image under any one of the seven emotions (happy, sad, angry, afraid, surprise, disgust, and neutral). 

“train.csv” mainly depicts two fields, namely “emotion” and “pixels”. The column containing “emotion” classifies seven types of 
emotions shown in the image and they are mapped through numbers 0 to 6. The other field ie, pixel contains double-quoted strings 
for each image. These strings are made up of pixel values separated by space where order wise row is major. “test.csv” containing a 
single column of pixel values and emotions are being predicted from these pixel values. ”train.csv” contains 28,709 image pixel 
values. This data set, actually a preliminary version of a research project database had been used earlier in a workshop with the due 
consent of the researchers Pierre-Luc Carrier and Aaron Courville. [8] 
 

III. METHODOLOGY 
The process of emotion recognition involves processing images and detecting faces in these images.Once a face has been detected, 
various facial features are extracted by the model. Facial Expression Recognition consists of the following five steps [6]:- 

Fig. 1: General step of emotion recognition 

A. Face Detection 
The process involves detecting faces from an image. Different images have different scales and lighting conditions. This is 
accomplished using Haar cascade frontal face classifier. This step is required because images can have different lighting conditions 
and scales. Face expression recognition tends to fail if the test image is not similar to the training images. Hence, instead of feeding 
the entire image to a neural network, it is preferred to only feed that portion of the image which has the face in it. 

 
Fig.2: Example of facial detection 

B. Facial feature Extraction 
Many applications of the field computer vision extracts landmark features of the face at the preliminary level of execution. This 
being one of the most crucial part of the application bears high importance for the successful execution of these applications. 
Extracting the typical features of the face is thus bears high importance for achieving the desired success rate. [4]Facial feature 
extraction is identifying the landmark feature of the face which includes eyes, mouth, nose, etc. 

Fig. 3: Landmark feature extraction 
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C. Emotions Classification 
The set of features that are extracted are used in the classification stage. The mean distance between the facial features is used to 
determine the emotion and random values are set as thresholds for each emotion. During training, the model learns from different 
input images that it is provided with and sets the threshold accordingly. 
As we have already discussed, a deep learning model has various neurons in it. These neurons have their own set of weights 
associated with them. When the model is in its training phase, it sets different weights for different neurons. 
As the model is fed with more input images, these weights are updated. Those set of weights with which the model has the highest 
accuracy score is retained. 

 
Fig.3: Example of Emotion Classification 

D. Model 
The model has 2 set of convolutional layers and 2 Fully connected layers. 
Each set contains 2 convolutional layers having 32 neurons and 64 neurons respectively. A dropout of 0.25 is added and “relu” is 
used as an activation function. The dropout ensures there is no overfitting. The value 0.25 indicates that one-fourth of the neurons 
are randomly turned off. Max Pooling is used to downsample the input, by carrying forward the largest information available 
amplitude-wise. On the event of the kernel focusing on the first 2*2 Grid of the input image which has say distinct values 3,5,7 and 
9. The highest among these four numbers, which is 9 in this case will be picked up by the process of Max pooling. [9] 
There are two Fully-Connected (FC ) layers. The first fully connected layer has 1024 neurons with “relu” as the activation function 
with a drop out of 0.25 and the second FC layer has 7 neurons. Each neuron turns on when emotion is detected. The latter is the 
output layer of our model and gives out a value in [0,1,2,3,45,6]. Since this layer does the classification softmax activation function 
is added to it[3]. 
 

 
Fig.4: Model visualization 
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IV. FINDINGS AND ANALYSIS 
This section discusses about the performance of the model on testing data. Here we provide a detailed report of the training and 
testing accuracy of our classifier on various images. 
 
A. Training and Testing Accuracy 

Fig. 5 : Accuracy and loss plot 

The model shows an accuracy of over 80% on the training data and 63.2% in 50 epochs on the testing data.The loss on the data falls 
significantly below 0.4 on the training data however on the testing data the model seems to have been overfitted with the loss 
hovering around 1.0-1.2 from epoch 20-50. 
 
B. Model Performance 
The model was the most successful in detecting the emotion states of happyness, neutral, and sadness. We infer that the availability 
of a large number of images associated with smiling, normal, and sad states is the reason for the high rate of success. However, it 
did not do very well in detecting the emotion of disgust. lesser number of training images mapped to the class disgust may have 
manifested this. The model could, however, detect the sad and fearful faces with acceptable rates of accuracy. However, the 
response in some cases were wrongly showing as surprise initially and then were changing to fear. People have different ways of 
facially expressing themselves to show fear or surprise may have resulted into this momentary error. Another plausible cause could 
be that the mean distance between the landmark features in these cases must be very close to each other. 
 
C. Applications of FER 
FER is used in the car board system. This detects the emotional state of the driver which can be analyzed and used to ensure the 
safety of the driver and the passengers. This technology has been adopted in various domains of works in industry. Unilever has 
explored the possibilities of judging the overall confidence level of an interviewee by using this technology. This information 
helps them in screening the candidate in more efficient manner. [1] 
While video games are in the trail phase, the facial expression of the gamers are being observed. The emotions thus captured real 
time. This feedback along with other observations help in designing the final product. 
 

V. CONCLUSION 
Among the various available classifications of emotions we have chosen the one proposed by Paul Eckman. The seven basic 
emotional states has been depicted in the model. In accordance with that the database chosen to work with was FER2013. We 
developed a deep learning model which successfully detected the emotions and classified them in seven categories on real time 
basis. The accuracy rate achieved by the model was 63.2% which is acceptable as per given standards. The areas where the model 
performed satisfactorily and the events where there was scopes of improvement has been discussed in the result section. 
The FER on real time basis is becoming very prevalent in real life situations like car board system, interview processes, designing 
of video games, etc. Our model thus offers a feasible alternative to the available methods. We propose further research to improve 
upon the success rate and eliminate certain bugs. Futher to this an area of improvement was found for the database that has been 
used by increasing the sample size of facial images mapped to the emotional states of fear, surprise and disgust. 
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