
Journal of Statistics: Advances in Theory and Applications 

Volume 25, Number 1, 2021, Pages 1-12 

Available at http://scientificadvances.co.in 

DOI: http://dx.doi.org/10.18642/jsata_7100122173  

2020 Mathematics Subject Classification: 62D05, 62F07.  

Keywords and phrases: exponential type estimators, ranked set sampling, ratio estimator, 

population mean, efficiency. 

Received February 11, 2021; Revised March 3, 2021 

 2021 Scientific Advances Publishers 

This work is licensed under the Creative Commons Attribution International License            

(CC BY 3.0). 

http://creativecommons.org/licenses/by/3.0/deed.en_US 

Open Access 
 

 

EXPONENTIAL TYPE ESTIMATOR FOR  

THE POPULATION MEAN UNDER  

RANKED SET SAMPLING 

KHALID UL ISLAM RATHER and CEM KADILAR 

Division of Statistics and Computer Science 

Main Campus SKUAST-J 

Chatha Jammu-180009 

India  

e-mail: khalidstat34@gmail.com 

Department of Statistics 

Hacettepe University 

Beytepe, Ankara 06800 

Turkey  

e-mail: kadilar@hacettepe.edu.tr  

 

 

 

 



KHALID UL ISLAM RATHER and CEM KADILAR 2 

Abstract 

We propose a new exponential type estimator for the population mean by 

adapting the estimator suggested by Kadilar [12] to the Ranked Set Sampling 

(RSS). Theoretically and numerically, we show that the proposed exponential 

type estimator is more efficient than the classical ratio estimator in the RSS 

and the estimator of Kadilar et al. [11]. 

1. Introduction  

It is well known that the information of the auxiliary variable is 

commonly used in order to increase efficiency and precision in sample 

surveys. It has also a role in the related methods of estimation, such as 

ratio, product, and regression. If the correlation between the study 

variable ( )Y  and the auxiliary variable ( )X  is highly positive, the ratio 

method of estimation is used. If not, the product method of estimation is 

employed effectively provided that this correlation is highly negative. In 

recent years, there have been many articles on estimators for the 

population mean in the Sampling Theory Literature, such as Qureshi et 

al. [16], Zaman [22], Zaman and Kadilar [23, 24, 25], Irfan et al. [6, 7], 

Cekim and Kadilar [4], Qureshi et al. [17], Singh et al. [20]. 

In addition to the Simple Random Sampling (SRS) method, Ranked 

Set Sampling (RSS), which may be considered as a controlled random 

sampling design, was first introduced by McIntyre [14] to estimate the 

pasture yield. The RSS procedure involves randomly drawing n sets of 

nunits each from the population for which the mean is to be estimated. It 

is assumed that the units in each set can be ranked visually. From the 

first set of n units, the lowest unit ranked is measured. From the second 

set of n units, the second lowest unit ranked is measured. This process 

continues until the n-th ranked unit is measured. McIntyre [14] 

illustrated the gain in efficiency by a computation involving five 

distributions. As a simple introduction to the concept of RSS, when X is a 

random variable with a density function F(x) and ( )nxxx ,,, 21 …  are the 

unobserved values from n units, we may then rank them by visual 

inspection or based on a concomitant variable. RSS involves selecting one 

unit among every ranked set consisting of m units for quantification.  
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The RSS method can be briefly described step by step as follows:  

Step 1: Randomly select 2m  units from the target population.  

Step 2: Allocate the 2m  selected units as randomly as possible into m 

sets, each of size m. 

Step 3: Without knowing any values of the variable of interest, rank 

the units within each set with respect to variable of interest. This may be 

based on personal professional judgment or done with concomitant 

variable correlated with the variable of interest. 

Step 4: Choose a sample for actual quantification by including the 

smallest ranked unit in the first set, the second smallest ranked unit in 

the second set and this process continues in this way until the largest 

ranked unit is selected from the last set. 

Step 5: Repeat Steps 1 through 4 for n cycles to obtain a sample of 

size mn for actual quantification. (Al-Omari and Bouza [1]). 

When it is ranked on the auxiliary variable, let ( [ ] ( ) )ii xy ,  denote an    

i-th judgement ordering in the i-th set for the study variable and the i-th 

order statistic in the i-th set for the auxiliary variable, respectively.   

In the remaining part of this article, the estimators for the population 

mean under RSS are mentioned in Section 2, the adapted estimator from 

the SRS to RSS is given in Section 3, theoretical and numerical 

comparisons of the adapted estimator are performed with the existing 

adapted estimators in literature in Sections 4 and 5, respectively.   

2. Estimators in Literature under RSS 

Samawi and Muttlak [18] defined the estimator of the population 

ratio using the RSS as 

[ ]

( )
,ˆ

n

n
RSS x

y
R =   (2.1) 
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(2.1) can also be used for the population total and mean. Then, the 

estimator for the population mean can be written as follows: 
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where it is assumed that the population mean X of the auxiliary variable 

x is known and the MSE equation of the estimator in (2.2) can be given by 

( ) ( )222 2
1

xyxyrRSS SRRSS
mr

y +−≅MSE  

[ ] ( ) ( )
,2

1

1

22

11

2

2 












τ+τ−τ− ∑∑∑

===

m

i
x

m

i

iyx

m

i
y ii

RR
rm

 (2.3) 

where 2, xS
X

Y
R =  is the population variance of the auxiliary variable, 

2
yS  is the population variance of the study variable, yxS  is the 

population covariance between the auxiliary and study variables, 

( ) ( ) [ ] [ ] ,, YX iyiyixix −µ=τ−µ=τ  and ( ) [ ]( ) ( )( ).XY ixiyiyx −µ−µ=τ  Here, 

Y  is the population mean of the study variable. Note that the values of 

( )ixµ  and [ ]iyµ  depend on the order statistics. The details about (2.3) can 

be found in Kadilar et al. [11]. We would like to remind that the values of 

( )ixµ  and [ ]iyµ  can be taken to be same in the absence of judgment error 

if the variables have the same distribution (see the appendix of Dell and 

Clutter [5]). 

We would also like to note that Bouza [3] mentioned some different 

developments of ratio type estimators under the RSS, Jeelani and Bouza 

[8] introduced using the linear combination of Median and Quartile 

Deviation of the auxiliary variable under the RSS and Kocyigit and 

Kadilar [13] studied on ratio estimators under the RSS when there is tie 

information. 
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Kadilar et al. [11] proposed the following estimator by adapting 

Prasad [15] to the RSS as follows: 

[ ]

( )
,ˆ XRX

x

y
y RSS

n

n
RSS κκ =

κ
=  (2.4) 

where κ is a constant and 
[ ]

( )
.ˆ

RSS

RSS

n

n
RSS x

y

x

y
R κ=κ=κ  

The MSE of the estimator in (2.4) is given by 
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where 
( )

[ ]

.
1
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22
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1
xCmr

=γ  and yC  are the 

population coefficients of variation of the auxiliary and study variables, 

respectively, ρ  is the population correlation between the auxiliary        

and study variables, ( ) ( ) ,
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3. The Suggested Estimator  

Motivated by Bahl and Tuteja [2], Singh et al. [21], and Kadilar [12], 

we propose a modified exponential type estimator using the RSS method 

for the population mean as follows: 

( )
[ ] [ ]
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where α  is a constant. 



KHALID UL ISLAM RATHER and CEM KADILAR 6 

In order to find the MSE equation of the estimator in (3.1), we use the 

following notations: 

( ) ,0)()(,)1(,)1( 101)(0 =∈=∈∈+=∈+= EEXxYy nn  
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After some simplifications, we finally obtain the MSE equation as 

follows: 
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The optimum value of ,α  to minimize the MSE of ,proy  is found as 

( )
,0=

α∂

∂ proyMSE
 

.
2B

A
opt =α  (3.3) 



EXPONENTIAL TYPE ESTIMATOR FOR THE ... 7 

Then, we get the following minimum MSE of the proposed estimator, 

by replacing α  in (3.2) with optα  in (3.3) 

( ) 









+= C

B

A
Yypro 4

2
2

minMSE  (3.4) 

that will be compared with the MSE equations of other estimators 

theoretically in the next section. 

4. Efficiency Comparisons 

In this section, the performances of the proposed estimator have been 

demonstrated over the traditional ratio estimator in the RSS and the 

estimator of Kadilar et al. [11], respectively, as follows: 

( ) ( ) ,0>− prorRSS yy minMSE MSE  

[ ] .0
44

3
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22
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( ) ( ) ,0>−κ proRSS yy minMSE MSE  
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2

1 2
22 >+−−γ C
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A
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CR x  (4.2) 

where .
)1(1

1
22 ρ−γ+

=

yC
D  

When the efficiency conditions of (4.1) and (4.2) are satisfied, it is 

inferred that the proposed estimator is more efficient than the traditional 

ratio estimator in RSS and the estimator of Kadilar et al. [11], 

respectively. In other words, we obtain the efficiency conditions of the 

proposed estimators (4.1) and (4.2) with respect to the traditional ratio 

estimator in RSS and the estimator of Kadilar et al. [11], respectively. As 

these conditions are obtained in theory, it is not so useful for the 

researchers while choosing the auxiliary variable for the estimation of the 

parameters of the study variable. 
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5. Numerical Example 

We use the data of the Marmara Region of Turkey in Kadilar and 

Cingi [9]. We apply the estimators in (2.2), (2.4), and (3.1) to the data set 

concerning the level of apple production (as study variable) and number 

of apple trees (as auxiliary variable) in 106 villages in the Marmara 

Region in 1999 (Source: Institute of Statistics, Republic of Turkey). We 

have standardized these data in order to obtain the standard normal 

distribution provided that we can use means of normal order statistics for 

the values of ( ) ( ),, 21 µµ  and ( ).3µ  These statistics are given in Table 1. 

Using (2.3), (2.5), and (3.4), we compute the MSE values of the traditional 

ratio estimator in RSS, the ratio estimator in Kadilar et al. [11], and the 

proposed estimator, respectively. These computed MSE values are shown 

in Table 2. It is obvious that there is considerable gain in efficiency by 

using the proposed estimator over other estimators. From Table 2, we 

infer that the proposed ratio estimator is the most efficient estimator. 

Table 1. Statistics of standardized values of the population 

N = 106 171097.6 −×−=X  837.0−=αopt  

n = 12 161067.1 −×=Y  55.1−=κ∗  

m= 3 398.2−=R  ( ) 846.01 −=µ  

r = 4 1=yS  ( ) 02 =µ  

ρ = 0.82 1=xS  ( ) 846.03 =µ  

A = 2.55E31 3165.1 EB −=  3117.1 EC =  
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Table 2. MSE values of estimators 

Estimators MSE Values 

Proposed ( )proy  0.05211 

Kadilar et al. ( )RSSyκ  0.14558 

Samawi and Muttlak ( )rRSSy  0.42923 

For detail investigation of the optα  values, we obtain the ranges of 

optα  where the proposed estimator is more efficient than the other 

estimators. These ranges for each estimator are shown in Table 3. We see 

that there is enough scope of choosing ,α  instead of ,optα  to obtain better 

estimates by the proposed estimator. From Table 3, we observe that when 

( ),;2.1 0.4−−∈α  the proposed ratio estimator is more efficient than the 

traditional ratio estimator in the RSS and the ratio estimator in Kadilar 

et al. [11] for this data set.  

Table 3. Efficiency ranges of optα  for the proposed ratio estimator 

Estimators Ranges of optα  

Kadilar et al. ( )RSSyκ  (� 1.2; � 0.4) 

Samawi and Muttlak ( )rRSSy  (� 1.6; 0.1) 

6. Conclusion 

This article shows that the exponential type estimator can be used in 

the RSS for the population mean and that using the exponential type 

estimator improves the efficiency of the RSS estimators in literature. 

Therefore, in the forthcoming studies, we hope to adapt the estimator 

presented in this article to the stratified random sampling, utilizing the 

methods in Samawi and Siam [19] and Kadilar and Cingi [10]. 
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