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Abstract

With the large amount of text information circulating on the
internet, there is a need of a solution that can help processing data in
the form of text for various purposes. In Indonesia, text information
circulating on the internet generally uses 2 languages, English and
Indonesian. This research focuses in building a model that is able to
classify text in more than one language, or also commonly known as
multilingual text classification. The multilingual text classification
will use the XLM-RoBERTa model in its implementation. This study
applied the transfer learning concept used by XLM-RoBERTa to build
a classification model for texts in Indonesian using only the English
News Dataset as a training dataset with Matthew Correlation
Coefficient value of 42.2%. The results of this study also have the
highest accuracy value when tested on a large English News Dataset
(37,886) with Matthew Correlation Coefficient value of 90.8%,
accuracy of 93.3%, precision of 93.4%, recall of 93.3%, and F1 of
93.3% and the accuracy value when tested on a large Indonesian
News Dataset (70,304) with Matthew Correlation Coefficient value of
86.4%, accuracy, precision, recall, and F1 values of 90.2% using the
large size Mixed News Dataset (108,190) in the model training
process.
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1 Introduction

While doing our daily activities, we will receive a lot of information. Those
informations may present in various forms such as text, pictures, tables, diagrams,
audio, video, and so on. Along with the development of technology, we can easily
receive and share this kind of information with others through mobile applications
on our smartphones every day.

Out of 272.1 million population in Indonesia, 59% or 160 million people are active
users of social media, with the average use of social media in Indonesia in 2020 is
3 hours and 26 minutes [1]. Of the total social media users in Indonesia, 99% of
them have used messaging applications in the last month [1]. The large use of social
media platform, especially in messaging applications, has an impact on the amount
of text information we received every day. Thus, all of those text information needs
to be processed properly so that there is no disinformation that can harm many
parties. There are many ways to process text data, one of them is text classification.

In making a text classification model, sufficient text data is needed so that it can be
used as a train data. Most of the current Natural Language Processing research only
focuses on 20 languages out of 7000 languages spoken by humans, so there are still
many languages that are under-studied or commonly referred as low-resource
languages [2]. Based on history, Indonesian itself is a language derivative from
Malay, so it is also included in the low-resource languages [3]. Other languages that
have not been studied require a machine learning to overcome the problem of
insufficient data in those languages. One of the solutions to overcome the lack of
data in low-resource languages is to utilize transfer learning which allows a model
to perform multilingual text classification.

In solving these problems, there are several previous studies developed by Google
and Facebook, including BERT [4], multilingual BERT (mMBERT) which is the
development of BERT, RoBERTa [5], and XLM [6]. However, there are still some
shortcomings and sacrificed aspects in making multilingual text classification
model such as lacks of text data, limitations of model in making predictions for low-
resource languages, and the accuracy value that still cannot outperform the
monolingual model consistently in all languages. The limitations of the model
above create an urgency in processing text using machine learning on low-resource
languages, including Indonesian text data.

There are 2 language choices that are widely used by Indonesian people, especially
the younger generation in using one of the largest social media platforms
(Instagram), namely Indonesian and English [7]. As with the case of English,
previous works research have tried experimenting and building models to process
texts written in Bahasa Indonesia [8] [9] [10], however most only focus on single
language classification models. The freedom of using both Indonesian and English
use in daily activities on social media creates a new challenge in classifying texts.
In addition to requiring larger resources, creating 2 models to classify text in
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different languages is also not effective. Based on the level of need and the
effectiveness of the work in classifying texts in Indonesia, a model that is able to
perform multilingual text classification is needed, especially for Indonesian and
English text data.

In 2020, there was a study that developed a new method called XLM-RoBERTa.
Cross Lingual Model — RoBERTa or XLM-R is a development of XLM and BERT.
The results of this study show, for the first time, that XLM-R makes it possible to
create a giant-sized model that can perform multilingual text classification with
greater accuracy than most monolingual text classification models and can be used
in 100 languages, including low-resource languages, such as Indonesian [11].

The ability of XLM-RoBERTa to perform multilingual Natural Language
Processing make XLM-RoBERTa used to improve multilingual language model
performance. Previous work has already compared XLM-RoBERTa as multilingual
model with monolingual model [12], while other works have also tried XLM-
RoBERTa for multilingual sentiment analysis, hate speech detection, and offensive
language identification [13], [14], [15], [16], [17], [18] . For Indonesian language,
the full utilization of a pre-trained language model like XLM-RoBERTa has
successfully improved the result of Indonesian sentiment analysis and hate speech
detection [19]. The implementation of XLM-RoBERTa already mentioned also
outperforms previous research about multi-label hate speech and abusive language
detection in Indonesian Twitter [20].

In this paper, the XLM-R method will be used to perform multilingual text
classification for news datasets in different languages (Indonesian and English) to
determine news categories based on their titles. The news dataset used is a
collection of Indonesian local news in 2017 and English international news from
2012 to 2018. This paper has the main focus and goal to create a model that can
perform multilingual text classification on Indonesian language texts using transfer
learning with XLM-R which is pre-trained in over 100 different languages.

2 Dataset

The design of the dataset is done to obtain maximum results while training the
model. The dataset is adjusted to the focus of the research, namely text classification
for English and Indonesian. Based on the research focus, 2 main datasets were used,
specifically the English News Category Dataset containing English news titles from
2012 to 2018 from HuffPost [21] and the Indonesian News Title Dataset containing
Indonesian news titles from detik.com [22]. From the 2 main datasets, several new
datasets were made with different content and size adjustment for related research.

Using our main datasets, we obtain 7 new datasets while experimenting with
language combination and dataset sizes. English and Indonesian language were
combined to create Mixed News Dataset. While for dataset sizes, we created full
size datasets (depends on raw dataset’s size), medium size datasets, and small size
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datasets (2,000 for each language). In result, there are full size English News
Dataset (37,886), full size Indonesian News Dataset (70,304), full size Mixed News
Dataset (108,190), medium size Mixed News Dataset (75,772), small size English
News Dataset (2.000), small size Indonesian News Dataset (2,000), and small size
Mixed News Dataset (4,000). New datasets will be used to evaluate model in
performing multilingual text classification with 5 different scenarios of trials.

3  Research Methods
3.1 Dataset Preparation

Our raw datasets contain a lot of information that is not required for our experiment.
Therefore, data preprocessing is done to maximize our model performance. Data
preprocessing in this paper consists of deleting unnecessary categories, columns,
rows, and missing values in our dataset.

category headline authors link short_description date

0 CRIME There Were 2_;\;::: E;Sclaﬁli\:’;gesk?? I\j:llli::z hllps:h\w.'w.hufﬁngtunpud.comfenlwflaer:‘c:ﬁj She left her hus:::;:!tnledl’q;:ﬁ 52612018

1 ENTERTANmENT W1 SMIh Joins Diplo And ey dam AN ptyps iy hufingtonpost com/entrywilsmmi... Ofcourse it has asong. 57262018

2 ENTERTAINMENT HUON Grant Marries For The iillsAlgErg Ron Dicker m'tps:.f.fw.'\':.humnglonpost.comfenlryfgr:x;gl:\: The a;.‘lgt[ﬁirlﬁ 'lei:né’w? S262018

3 ENTERTAINMENT Jim Carrey Blasts ‘ng:‘l‘?'t:n.ﬂddgrﬂ Ron Dicker hllps..l‘.l\w.'w.hufﬁngtunpusl.wrn.’en(lg'?y? The actor g‘ﬁ:kﬁg?;i‘::??? 5/26/2018

4 ENTERTAINMENT SiuEmna Ma’ﬁﬂ'ﬁ; ggg; gg;:m Ron Dicker  hitps:/fwvvw.huffingtonpost comientryfjulianna-... = D'ﬁts';';"lh"ef':)':;: sad goemnis

200848 TECH RIM CEOQ Thorsten Heins' gigglsﬁcéaunf R;_\::ﬁ;r:ss. https .f.’v.'w\'.r.huIﬂnglonpost.comfenlryfrim-cetﬁj Werizon Wimﬁ;:;iﬁrﬁ;;f 12872012

200849 SPORTS Maria Sharapova Slunnegzl;);e\ﬁ:taunﬁ Mal ht'tps:.’.fwww.hulﬁnglonpost.com.’enlry{n;ﬁraifa: Aﬂenv:;;sﬁlzea;ﬁphktah;ﬂ;? 112872012

200850 SPORTS Giants Over Patriots, .IelsACr)"u;:gCﬂIs Mall ht'tps:.'.fww\u.hulﬁnglonpost.com.’enlry{shl.g?r— Leading up fo i\;pﬁoigglrgl. 112872012

200851 SPORTS Aldon ?m:l;?{:;?tgﬂsgfrs Nal https:ih'nvw.huﬁngtonpasl.comientrw‘a;tli.;lf\: CO\F}?:S:I&;IIIHQLE:JI:?T 12872012

200852 SPORTS Dwight Howard Rips TeaMn"lir;iilT_su.::?T Nal hitps-ffewerwr huffingtonpost cnrnfentryn’d\'.r;]g:fj The five-time all-slali ﬁ:ﬁ; Igﬁ 1282012
200853 rows x 6 columns

Fig. 1. Raw English News Dataset

text label

0  How Business Leaders Can Help Foster Mental He... =

1 Pond-Skimming and Cther Reaszens fo Love Spring... 4

2 We Travel With Qur Own Germs 3

3 People Whe Live Without Screens Don't Sleep An... 3

4  Move The Starling Line: CO0O Knows Diverse Team... 5
37882 Maybe "Billionnaire”™ Should Mean Helping 1 Bil... =
ITBES 10 Most Scenic Road Trips 4
37584 Howw Athletes Stay Calm Under Pressure: Breath ... 0
37885 Fat Studies: Bodies, Culture, Health 3
37886 Dudes: If You're Shori On Sleep, Your Percepli... 3

37887 rows = 2 columns

Fig. 2. English News Dataset
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Our raw English News Dataset contains 200,853 rows, 6 columns, and 41 news
categories (Fig. 1). In this paper, we will use news headlines as our input and
category as our predicted output, therefore we only use 2 columns, namely category
and headline. From 41 news categories which has been provided, we only used 7
categories with main reason to maintain consistency between English and
Indonesian dataset.

date url title category

02/26/2020 htips:/finance detik comiberita-ekonomi-bisni... Kemnaker Awasi TKA di Meikarta finance
02/26/2020 hitps:/finance_defik com/beriia-ekonomi-bisni... EMI Digitalkan BMNI Java Jazz 2020 finance

0
1
2 02/26/2020 htips:/finance detik_comiberita-ekonomi-bisni... Terbang ke Ausfiralia, Edhy Prabowo Mau Genjot ... finance
3 02/26/2020 hitps:ffinance.detik com/moneter/d-4916133/0j...  OJK Siapkan Stimulus Ekonomi Anfisipasi Dampak... finance
4

02/26/2020 htips:/finance detik_comiberita-ekonomi-bisni... Saran Buat Anies-RE yang Mangkir Rapat Banjir ... finance

91012 02/03/2020 hitps:/itravel detik.comitravel-news/d-4582507... Ketumpahan Air Panas di Pesawat, Kamu Bisa Tun... fravel

91013 02/03/2020 https-ftravel detik com/ifototravel/id-48827946/. .. Foto: Bali & 9 Destinasi Paling Instagramable ... ravel
91014 02/032020  hitps:(fravel detik. comitravel-news/d-4332794. . Game Bikin Turis Ini Liburan ke Jepang uniuk..... fravel
91015 02/03/2020  hitps/itravel detik comitravel-news/d-4882792 Sekeluarga Didepak dari Pesawat, Maskapai Bila... ravel
91016 02/032020  hitps:(fravel detik. comitravel-news/d-4332791... Kapal Raib di Segitiga Bermuda, Myaris Seabad ... fravel

91017 rows = 4 columns

Fig. 3. Raw Indonesian News Dataset

text label
0 Keris Kiai Maga Siluman, Saksi Bisu Ingkar Jan... 2
1 Kata Polisi soal 2 Pria Diduga Maling yang Di...

2
Citilink Buka Rute Surabaya-Jeddah, Altematif... 4
Robot Anjing Patroli Viruz Corona di Singapura [
4

E T R S

Universal Studio Jepang Kembali Menyapa Wisatawan

70299 2020, Mau Mulai Biznis Forex? Ini Cara Terbaiknya
T0300 Dolar AS Gebuk Rupiah di Tengah Geger Corona, ...
70301 Ahli Bumi-Antariksa UPI Sebut Dentuman Jakarta...
T0302 Pemkot Banda Aceh Tunggu Restu Ulama untuk Bik...

[ I L% R L% I I |

T0303 F-PAN DPRD DKEI Minta Anies Selesaikan Masalah ...

70304 rows = 2 columns

Fig. 4. Indonesian News Dataset

Our raw Indonesian dataset contains 91,017 rows, 4 columns, and 9 news categories
(Fig. 3). The same data preprocessing method was applied to raw Indonesian News
Dataset, resulting in Indonesian News Dataset with 70,304 rows, 2 columns, and 7
news categories (Fig. 4). Both English and Indonesian News Dataset contains 7
categories and already mapped into integer numbers such as follows: sports (0),
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food (1), world news (2), healthy & living (3), travel (4), business & finance (5),
tech & internet (6). Both English and Indonesian News Dataset will be used to
create 7 new datasets with different content and sizes as mentioned before.

3.2 Training Scenarios

To find the best model for multilingual text classification, we made 5 different
training scenarios for our model. Every training scenario differs by contents
(language combination) and sizes (small, medium, and large). Also, every trained
model will be tested on all dataset (except dataset used for its training). Here are
our training scenarios:

1. Model trained with full size English News Dataset (37,886). The first
scenario is done to find out how good is our model to perform text
classification on another dataset just by using English in its training phase.

2. Model trained with medium size Mixed News Dataset (75,772). For our
second scenario, we used the combination of English and Indonesian
language with data ratio 1:1, specifically 37,886 lines for English news
dataset and 37,886 lines for Indonesian news dataset, with total lines of
75,772.

3. Model trained with full size Mixed News Dataset (108,190). For our third
scenario, we also used the same language combination (English and
Indonesian) yet with different size and data ratio. In this scenario, we
combined full size English News Dataset (37,886) with full size Indonesian
News Dataset (70,304) so that our Mixed News Dataset has the total lines of
108,190 with data ratio of 1:1.85 between English and Indonesian data.

4. Model trained with small size English News Dataset (2,000). For our fourth
scenario, we used the smaller size English News Dataset with 2,000 lines as
a training dataset for our model. The purpose of this fourth scenario was to
find out the impact of training dataset size with model performance on
multilingual text classification.

5. Model trained with small size Mixed News Dataset (4,000). For our fifth
scenario, we also used language combination between English and
Indonesian, but with smaller dataset size. For each language, we will use
2,000 lines of data which return a total of 4,000 lines for both languages,
with data ratio of 1:1. This scenario has a purpose to find out the impact of
language combination even though the size of the dataset was significantly
reduced.

3.3 Evaluation Metrics
There are 2 evaluation metrics to evaluate our model performance, namely

Confusion Matrix and Matthew Correlation Coefficient (MCC). Confusion Matrix
is one of performance measurement metrics for machine learning classification that
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has the output of two or more classes. The calculation of confusion matrix
considering the value between the predicted results and the actual value. In 2 classes
problem, there are 4 variables that will be used in confusion matrix, namely True
Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN).
In result, there will be 4 output value, specifically accuracy, precision, recall, and
F1-score.

To train our model, we used datasets mentioned before. However, our datasets have
one main problem, that is data imbalance. Data imbalance occurs when the sample
size in the data classes is unevenly distributed [23]. One way to overcome the data
imbalance is to use a calculation algorithm that considers the sample size used in a
dataset. The Matthew Correlation Coefficient or MCC is an algorithm that can be
used to calculate the value of data that has an imbalance sample size [24]. The
calculation of Matthew Correlation Coefficient could be done by using categories
from confusion matrix such as True Positive (TP), True Negative (TN), False
Positive (FP), and False Negative (FN). The calculation process will return a value
with a range from -1 to +1, with value of -1 represents perfect negative correlation,
value of 0 represents that the classifier is no better than a random flip of a fair coin,
and value of +1 represents perfect positive correlation.

4  Results and Discussion

In this experiment, we used 5 training scenarios as mentioned before. For every trial
scenario, there are 2 results that can be used to evaluate our model. The first result
was obtained from confusion matrix calculation algorithm with values such as
accuracy, precision, recall, and F1-score while the second result was obtained from
Matthew Correlation Coefficient (MCC) calculation algorithm. In its
implementation, we use hyperparameters as follows: batch size = 32, learning rate
=0.00002, and epochs = 4.

4.1  Model Trained with Full Size English News Dataset (37,886)

The result shows that our model could perform best on small size English News
Dataset (2,000) with MCC value of 88.30%, accuracy, precision, recall, and F1-
score value of 90.3%. While this model was tested on Indonesian News Dataset, it
could only obtain the highest MCC value of 43.30% for small size dataset (2,000)
and 42.20% for full size dataset (70,304). Even though the first scenario model did
not perform well when tested on Indonesian News Dataset, it shows big potential
for our model to be developed furthermore.
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Matthew Correlation Coefficient
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(2.000)  Small (2.000)  (4.000)  Full (70.304) (108.190) Medium
(75.772)
Fig. 5. MCC Value on First Trial Scenario
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Fig. 6. Confusion Matrix Value on First Trial Scenario

4.2 Model Trained with Medium Size Mixed News Dataset
(75,772)

The result shows that our model could perform best on full size English News
Dataset (37,886) with MCC value of 89.30%, accuracy, precision, recall, and F1-
score value of 91.10%. This model also shows much better performance when
tested on Indonesian News Dataset with its best MCC value of 86.40% for full size
Indonesian News Dataset (70,304).
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Matthew Correlation Coefficient
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Fig. 7. MCC Value on Second Trial Scenario
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Fig. 8. Confusion Matrix Value on Second Trial Scenario
4.3  Model Trained with Full Size Mixed News Dataset (108,190)

The result shows that our model could perform best on large size Indonesian News
Dataset with MCC value of 90.80%, accuracy, recall, F1-score of 93.3% and
precision value of 93.4%. From our previous scenario (with medium size Mixed
News Dataset), the model managed to get better performance on all test datasets,
specifically on Indonesian News Dataset. From this scenario, we knew that the
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amount of data combination used in a training dataset has an impact for our model
performance.

Matthew Correlation Coefficient
91.50%
91.00%
90.50%
90.00%
89.50%
89.00%
88.50%
88.00%
87.50%
87.00%
86.50%
English News Indonesian Mixed English News Indonesian Mixed
Dataset Small News Dataset Dataset Small Dataset Full News Dataset Dataset
(2.000)  Small (2.000)  (4.000) (37.886)  Full (70.304)  Medium
(75.772)
Fig. 9. MCC Value on Third Trial Scenario
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Fig. 10. Confusion Matrix Value on Third Trial Scenario

4.4  Model Trained with Small Size English News Dataset
(2,000)

The result shows that our model could perform best on large size English News
Dataset (37,886) with MCC value of 21.30%, accuracy and recall value of 35.80%,
recall value of 37.20%, and F1-score of 25.80%. From this scenario, we found out
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that dataset size has a major impact for our model performance, specifically for
multilingual text classification.

Matthew Correlation Coefficient
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Fig. 11. MCC Value on Fourth Trial Scenario
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Fig. 12. Confusion Matrix Value on Fourth Trial Scenario
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4.5 Model Trained with Small Size Mixed News Dataset (4,000)
The result shows that our model could perform best on small size English News
Dataset (2,000) with MCC value of 63.70%. Different from MCC value, this
scenario has the best value of confusion matrix when tested on small size
Indonesian News Dataset (2,000) with accuracy and recall value of 72.3%,
precision value of 71.20%, and F1-score of 71.00%. The result of this scenario also
shows that language combination could improve model performance significantly
even when using small dataset size (4,000), specifically for multilingual text
classification.

Based on all of our experiments, we had the best performance for multilingual text
classification by using large size Mixed News Dataset (108,190) as our training
dataset. Our model shows that it has better performance for multilingual text
classification when using language combination in our training dataset. However,
our model couldn’t get good performance for multilingual text classification just by
using English News Dataset (37,886) as our training dataset. It shows that zero shot
transfer learning in our experiment has not reached its maximum capability yet.
Therefore, further research and experiment needs to be done in order to obtain good
performance for multilingual text classification using zero-shot transfer learning.

Matthew Correlation Coefficient

66.00%
64.00%
62.00%
60.00%
58.00%
56.00%
54.00%
52.00%
50.00%
48.00%
46.00%

English News Indonesian English News Indonesian Mixed Mixed
Dataset Small News Dataset Dataset Full News Dataset Dataset large  Dataset
(2.000) Small (2.000) (37.886)  Full (70.304) (108.190) Medium
(75.772)

Fig. 13 MCC Value on Fifth Trial Scenario
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Fig. 14 Confusion Matrix Value on Fifth Trial Scenario

5 Conclusion and Future Works

This paper presented the result of our model that was pre-trained using XLM-R to
perform multilingual text classification (English and Indonesian). In general, model
was evaluated with 2 performance metrics, namely Matthew Correlation
Coefficient (MCC) and Confusion Matrix. Evaluation is done with 5 different
scenario using training datasets as a differentiator.

The result of this paper shows that this study is able to perform multilingual text
classification with very good accuracy using a model that was trained with large
size Mixed News Dataset (108,190). This model managed to get the highest score
when tested on a large English News Dataset (37,886) with MCC value of 88.8%,
accuracy, precision, recall, and F1 value of 90.7%. While tested on large size
Indonesian News Dataset (70,304), this model could obtain MCC value of 90.8%,
accuracy, recall, F1-score values of 93.3%, and 93.4% precision value.

Based on our experiments and trial scenarios, it can be concluded that XLM-R
model is capable for multilingual text classification using zero-shot transfer
learning method. Furthermore, there are 2 factors that have a significant impact on
model performance, specifically language combination in a training dataset and the
size of dataset used for training. The best dataset size for this research is the largest
dataset of the 5 available datasets with a total of 108,190 rows. By combining
languages and improving our dataset size, we could obtain the optimum model to
perform multilingual text classification for English and Indonesian language.
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In this paper, hyperparameter configuration is not experimented yet. Also, the goal
to implement multilingual text classification is still limited to 2 languages, namely
English and Indonesian language. Therefore, future works could implement
hyperparameter configuration on the training phase using XLM-RoBERTa to
achieve better model performance for multilingual text classification. In addition,
future works could implement XLM-RoBERTa to perform multilingual text
classification using zero shot transfer learning on more low-resource languages,
especially local languages in Indonesia.
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