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Abstract 

   With the large amount of text information circulating on the 
internet, there is a need of a solution that can help processing data in 
the form of text for various purposes. In Indonesia, text information 
circulating on the internet generally uses 2 languages, English and 
Indonesian. This research focuses in building a model that is able to 
classify text in more than one language, or also commonly known as 
multilingual text classification. The multilingual text classification 
will use the XLM-RoBERTa model in its implementation. This study 
applied the transfer learning concept used by XLM-RoBERTa to build 
a classification model for texts in Indonesian using only the English 
News Dataset as a training dataset with Matthew Correlation 
Coefficient value of 42.2%. The results of this study also have the 
highest accuracy value when tested on a large English News Dataset 
(37,886) with Matthew Correlation Coefficient value of 90.8%, 
accuracy of 93.3%, precision of 93.4%, recall of 93.3%, and F1 of 
93.3% and the accuracy value when tested on a large Indonesian 
News Dataset (70,304) with Matthew Correlation Coefficient value of 
86.4%, accuracy, precision, recall, and F1 values of 90.2% using the 
large size Mixed News Dataset (108,190) in the model training 
process. 
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1      Introduction 

While doing our daily activities, we will receive a lot of information. Those 

informations may present in various forms such as text, pictures, tables, diagrams, 

audio, video, and so on. Along with the development of technology, we can easily 

receive and share this kind of information with others through mobile applications 

on our smartphones every day. 

Out of 272.1 million population in Indonesia, 59% or 160 million people are active 

users of social media, with the average use of social media in Indonesia in 2020 is 

3 hours and 26 minutes [1]. Of the total social media users in Indonesia, 99% of 

them have used messaging applications in the last month [1]. The large use of social 

media platform, especially in messaging applications, has an impact on the amount 

of text information we received every day. Thus, all of those text information needs 

to be processed properly so that there is no disinformation that can harm many 

parties. There are many ways to process text data, one of them is text classification. 

In making a text classification model, sufficient text data is needed so that it can be 

used as a train data. Most of the current Natural Language Processing research only 

focuses on 20 languages out of 7000 languages spoken by humans, so there are still 

many languages that are under-studied or commonly referred as low-resource 

languages [2]. Based on history, Indonesian itself is a language derivative from 

Malay, so it is also included in the low-resource languages [3]. Other languages that 

have not been studied require a machine learning to overcome the problem of 

insufficient data in those languages. One of the solutions to overcome the lack of 

data in low-resource languages is to utilize transfer learning which allows a model 

to perform multilingual text classification. 

In solving these problems, there are several previous studies developed by Google 

and Facebook, including BERT [4], multilingual BERT (mBERT) which is the 

development of BERT, RoBERTa [5], and XLM [6]. However, there are still some 

shortcomings and sacrificed aspects in making multilingual text classification 

model such as lacks of text data, limitations of model in making predictions for low-

resource languages, and the accuracy value that still cannot outperform the 

monolingual model consistently in all languages. The limitations of the model 

above create an urgency in processing text using machine learning on low-resource 

languages, including Indonesian text data. 

There are 2 language choices that are widely used by Indonesian people, especially 

the younger generation in using one of the largest social media platforms 

(Instagram), namely Indonesian and English [7]. As with the case of English, 

previous works research have tried experimenting and building models to process 

texts written in Bahasa Indonesia [8] [9] [10], however most only focus on single 

language classification models. The freedom of using both Indonesian and English 

use in daily activities on social media creates a new challenge in classifying texts. 

In addition to requiring larger resources, creating 2 models to classify text in 



 

 

 

 

Yakobus Keenan Wiciaputra et al.                                                                 74 

different languages is also not effective. Based on the level of need and the 

effectiveness of the work in classifying texts in Indonesia, a model that is able to 

perform multilingual text classification is needed, especially for Indonesian and 

English text data. 

In 2020, there was a study that developed a new method called XLM-RoBERTa. 

Cross Lingual Model – RoBERTa or XLM-R is a development of XLM and BERT. 

The results of this study show, for the first time, that XLM-R makes it possible to 

create a giant-sized model that can perform multilingual text classification with 

greater accuracy than most monolingual text classification models and can be used 

in 100 languages, including low-resource languages, such as Indonesian [11].  

The ability of XLM-RoBERTa to perform multilingual Natural Language 

Processing make XLM-RoBERTa used to improve multilingual language model 

performance. Previous work has already compared XLM-RoBERTa as multilingual 

model with monolingual model [12], while other works have also tried XLM-

RoBERTa for multilingual sentiment analysis, hate speech detection, and offensive 

language identification [13], [14], [15], [16], [17], [18] . For Indonesian language, 

the full utilization of a pre-trained language model like XLM-RoBERTa has 

successfully improved the result of Indonesian sentiment analysis and hate speech 

detection [19]. The implementation of XLM-RoBERTa already mentioned also 

outperforms previous research about multi-label hate speech and abusive language 

detection in Indonesian Twitter [20].  

In this paper, the XLM-R method will be used to perform multilingual text 

classification for news datasets in different languages (Indonesian and English) to 

determine news categories based on their titles. The news dataset used is a 

collection of Indonesian local news in 2017 and English international news from 

2012 to 2018. This paper has the main focus and goal to create a model that can 

perform multilingual text classification on Indonesian language texts using transfer 

learning with XLM-R which is pre-trained in over 100 different languages. 

2      Dataset 

The design of the dataset is done to obtain maximum results while training the 

model. The dataset is adjusted to the focus of the research, namely text classification 

for English and Indonesian. Based on the research focus, 2 main datasets were used, 

specifically the English News Category Dataset containing English news titles from 

2012 to 2018 from HuffPost [21] and the Indonesian News Title Dataset containing 

Indonesian news titles from detik.com [22]. From the 2 main datasets, several new 

datasets were made with different content and size adjustment for related research.  

Using our main datasets, we obtain 7 new datasets while experimenting with 

language combination and dataset sizes.  English and Indonesian language were 

combined to create Mixed News Dataset. While for dataset sizes, we created full 

size datasets (depends on raw dataset’s size), medium size datasets, and small size 
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datasets (2,000 for each language). In result, there are full size English News 

Dataset (37,886), full size Indonesian News Dataset (70,304), full size Mixed News 

Dataset (108,190), medium size Mixed News Dataset (75,772), small size English 

News Dataset (2.000), small size Indonesian News Dataset (2,000), and small size 

Mixed News Dataset (4,000). New datasets will be used to evaluate model in 

performing multilingual text classification with 5 different scenarios of trials. 

3      Research Methods 

3.1 Dataset Preparation 

Our raw datasets contain a lot of information that is not required for our experiment. 

Therefore, data preprocessing is done to maximize our model performance. Data 

preprocessing in this paper consists of deleting unnecessary categories, columns, 

rows, and missing values in our dataset.  
 

 
Fig. 1. Raw English News Dataset 

 
Fig. 2. English News Dataset 
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Our raw English News Dataset contains 200,853 rows, 6 columns, and 41 news 

categories (Fig. 1). In this paper, we will use news headlines as our input and 

category as our predicted output, therefore we only use 2 columns, namely category 

and headline. From 41 news categories which has been provided, we only used 7 

categories with main reason to maintain consistency between English and 

Indonesian dataset. 
 

 
Fig. 3. Raw Indonesian News Dataset 

 
Fig. 4. Indonesian News Dataset 

Our raw Indonesian dataset contains 91,017 rows, 4 columns, and 9 news categories 

(Fig. 3). The same data preprocessing method was applied to raw Indonesian News 

Dataset, resulting in Indonesian News Dataset with 70,304 rows, 2 columns, and 7 

news categories (Fig. 4). Both English and Indonesian News Dataset contains 7 

categories and already mapped into integer numbers such as follows: sports (0), 
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food (1), world news (2), healthy & living (3), travel (4), business & finance (5), 

tech & internet (6). Both English and Indonesian News Dataset will be used to 

create 7 new datasets with different content and sizes as mentioned before. 

3.2 Training Scenarios 

To find the best model for multilingual text classification, we made 5 different 

training scenarios for our model. Every training scenario differs by contents 

(language combination) and sizes (small, medium, and large). Also, every trained 

model will be tested on all dataset (except dataset used for its training). Here are 

our training scenarios: 
 

1. Model trained with full size English News Dataset (37,886). The first 

scenario is done to find out how good is our model to perform text 

classification on another dataset just by using English in its training phase. 

2. Model trained with medium size Mixed News Dataset (75,772). For our 

second scenario, we used the combination of English and Indonesian 

language with data ratio 1:1, specifically 37,886 lines for English news 

dataset and 37,886 lines for Indonesian news dataset, with total lines of 

75,772. 

3. Model trained with full size Mixed News Dataset (108,190). For our third 

scenario, we also used the same language combination (English and 

Indonesian) yet with different size and data ratio. In this scenario, we 

combined full size English News Dataset (37,886) with full size Indonesian 

News Dataset (70,304) so that our Mixed News Dataset has the total lines of 

108,190 with data ratio of 1:1.85 between English and Indonesian data. 

4. Model trained with small size English News Dataset (2,000). For our fourth 

scenario, we used the smaller size English News Dataset with 2,000 lines as 

a training dataset for our model. The purpose of this fourth scenario was to 

find out the impact of training dataset size with model performance on 

multilingual text classification. 

5. Model trained with small size Mixed News Dataset (4,000). For our fifth 

scenario, we also used language combination between English and 

Indonesian, but with smaller dataset size. For each language, we will use 

2,000 lines of data which return a total of 4,000 lines for both languages, 

with data ratio of 1:1. This scenario has a purpose to find out the impact of 

language combination even though the size of the dataset was significantly 

reduced. 

 

3.3 Evaluation Metrics 

There are 2 evaluation metrics to evaluate our model performance, namely 

Confusion Matrix and Matthew Correlation Coefficient (MCC). Confusion Matrix 

is one of performance measurement metrics for machine learning classification that 
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has the output of two or more classes. The calculation of confusion matrix 

considering the value between the predicted results and the actual value. In 2 classes 

problem, there are 4 variables that will be used in confusion matrix, namely True 

Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN). 

In result, there will be 4 output value, specifically accuracy, precision, recall, and 

F1-score.  
 

To train our model, we used datasets mentioned before. However, our datasets have 

one main problem, that is data imbalance. Data imbalance occurs when the sample 

size in the data classes is unevenly distributed [23]. One way to overcome the data 

imbalance is to use a calculation algorithm that considers the sample size used in a 

dataset. The Matthew Correlation Coefficient or MCC is an algorithm that can be 

used to calculate the value of data that has an imbalance sample size [24]. The 

calculation of Matthew Correlation Coefficient could be done by using categories 

from confusion matrix such as True Positive (TP), True Negative (TN), False 

Positive (FP), and False Negative (FN). The calculation process will return a value 

with a range from -1 to +1, with value of -1 represents perfect negative correlation, 

value of 0 represents that the classifier is no better than a random flip of a fair coin, 

and value of +1 represents perfect positive correlation. 

4      Results and Discussion 

In this experiment, we used 5 training scenarios as mentioned before. For every trial 

scenario, there are 2 results that can be used to evaluate our model. The first result 

was obtained from confusion matrix calculation algorithm with values such as 

accuracy, precision, recall, and F1-score while the second result was obtained from 

Matthew Correlation Coefficient (MCC) calculation algorithm. In its 

implementation, we use hyperparameters as follows: batch size = 32, learning rate 

= 0.00002, and epochs = 4. 

4.1 Model Trained with Full Size English News Dataset (37,886) 

The result shows that our model could perform best on small size English News 

Dataset (2,000) with MCC value of 88.30%, accuracy, precision, recall, and F1-

score value of 90.3%. While this model was tested on Indonesian News Dataset, it 

could only obtain the highest MCC value of 43.30% for small size dataset (2,000) 

and 42.20% for full size dataset (70,304). Even though the first scenario model did 

not perform well when tested on Indonesian News Dataset, it shows big potential 

for our model to be developed furthermore. 



 

 

 

 

79                                                          Bilingual Text Classification in English … 

 
Fig. 5. MCC Value on First Trial Scenario 

 
Fig. 6. Confusion Matrix Value on First Trial Scenario 

4.2 Model Trained with Medium Size Mixed News Dataset 
(75,772) 

The result shows that our model could perform best on full size English News 

Dataset (37,886) with MCC value of 89.30%, accuracy, precision, recall, and F1-

score value of 91.10%. This model also shows much better performance when 

tested on Indonesian News Dataset with its best MCC value of 86.40% for full size 

Indonesian News Dataset (70,304). 
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Fig. 7. MCC Value on Second Trial Scenario 

 
Fig. 8. Confusion Matrix Value on Second Trial Scenario 

4.3 Model Trained with Full Size Mixed News Dataset (108,190) 

The result shows that our model could perform best on large size Indonesian News 

Dataset with MCC value of 90.80%, accuracy, recall, F1-score of 93.3% and 

precision value of 93.4%. From our previous scenario (with medium size Mixed 

News Dataset), the model managed to get better performance on all test datasets, 

specifically on Indonesian News Dataset. From this scenario, we knew that the 
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amount of data combination used in a training dataset has an impact for our model 

performance. 

 
Fig. 9. MCC Value on Third Trial Scenario 

 
Fig. 10. Confusion Matrix Value on Third Trial Scenario 

4.4 Model Trained with Small Size English News Dataset 
(2,000) 

The result shows that our model could perform best on large size English News 

Dataset (37,886) with MCC value of 21.30%, accuracy and recall value of 35.80%, 

recall value of 37.20%, and F1-score of 25.80%. From this scenario, we found out 

88.00%

90.50%

89.90%

88.80%

90.80% 90.80%

86.50%

87.00%

87.50%

88.00%

88.50%

89.00%

89.50%

90.00%

90.50%

91.00%

91.50%

English News
Dataset Small

(2.000)

Indonesian
News Dataset
Small (2.000)

Mixed
Dataset Small

(4.000)

English News
Dataset Full

(37.886)

Indonesian
News Dataset
Full (70.304)

Mixed
Dataset
Medium
(75.772)

Matthew Correlation Coefficient

9
0

.0
0

%

9
3

.0
0

%

9
1

.5
0

%

9
0

.7
0

%

9
3

.3
0

%

9
2

.3
0

%

9
0

.0
0

%

9
3

.1
0

%

9
1

.6
0

%

9
0

.7
0

%

9
3

.4
0

%

9
2

.4
0

%

9
0

.0
0

%

9
3

.0
0

%

9
1

.5
0

%

9
0

.7
0

%

9
3

.3
0

%

9
2

.3
0

%

9
0

.0
0

%

9
3

.0
0

%

9
1

.5
0

%

9
0

.7
0

%

9
3

.3
0

%

9
2

.3
0

%

E N G L I S H  
N E W S  

D A T A S E T  
S M A L L  
( 2 . 0 0 0 )

I N D O N E S I A N  
N E W S  

D A T A S E T  
S M A L L  
( 2 . 0 0 0 )

M I X E D  
D A T A S E T  

S M A L L  
( 4 . 0 0 0 )

E N G L I S H  
N E W S  

D A T A S E T  
F U L L  

( 3 7 . 8 8 6 )

I N D O N E S I A N  
N E W S  

D A T A S E T  
F U L L  

( 7 0 . 3 0 4 )

M I X E D  
D A T A S E T  
M E D I U M  
( 7 5 . 7 7 2 )

ACCURACY, PRECISION, RECALL, F1

Accuracy Precision Recall F1



 

 

 

 

Yakobus Keenan Wiciaputra et al.                                                                 82 

that dataset size has a major impact for our model performance, specifically for 

multilingual text classification. 

 

 
Fig. 11. MCC Value on Fourth Trial Scenario 

 
Fig. 12. Confusion Matrix Value on Fourth Trial Scenario 

 

 

 

3.70%

13.30%

21.30%

4.30%

10.10%

12.50%

0.00%

5.00%

10.00%

15.00%

20.00%

25.00%

Indonesian
News Dataset
Small (2.000)

Mixed
Dataset Small

(4.000)

English News
Dataset Full

(37.886)

Indonesian
News Dataset
Full (70.304)

Mixed
Dataset large

(108.190)

Mixed
Dataset
Medium
(75.772)

Matthew Correlation Coefficient

9
.8

0
%

2
3

.7
0

%

3
5

.8
0

%

9
.8

0
%

1
8

.9
0

%

2
2

.8
0

%

4
.2

0
%

2
1

.8
0

%

3
7

.2
0

%

1
0

.1
0

% 1
7

.4
0

%

2
1

.2
0

%

9
.8

0
%

2
3

.7
0

%

3
5

.8
0

%

9
.8

0
%

1
8

.9
0

%

2
2

.8
0

%

3
.2

0
%

1
3

.8
0

%

2
5

.8
0

%

2
.9

0
% 9

.4
0

%

1
2

.7
0

%

I N D O N E S I A N  
N E W S  

D A T A S E T  
S M A L L  
( 2 . 0 0 0 )

M I X E D  
D A T A S E T  

S M A L L  
( 4 . 0 0 0 )

E N G L I S H  
N E W S  

D A T A S E T  
F U L L  

( 3 7 . 8 8 6 )

I N D O N E S I A N  
N E W S  

D A T A S E T  
F U L L  

( 7 0 . 3 0 4 )

M I X E D  
D A T A S E T  

L A R G E  
( 1 0 8 . 1 9 0 )

M I X E D  
D A T A S E T  
M E D I U M  
( 7 5 . 7 7 2 )

ACCURACY, PRECISION, RECALL, F1

Accuracy Precision Recall F1



 

 

 

 

83                                                          Bilingual Text Classification in English … 

4.5 Model Trained with Small Size Mixed News Dataset (4,000) 
The result shows that our model could perform best on small size English News 

Dataset (2,000) with MCC value of 63.70%. Different from MCC value, this 

scenario has the best value of confusion matrix when tested on small size 

Indonesian News Dataset (2,000) with accuracy and recall value of 72.3%, 

precision value of 71.20%, and F1-score of 71.00%. The result of this scenario also 

shows that language combination could improve model performance significantly 

even when using small dataset size (4,000), specifically for multilingual text 

classification. 

 

Based on all of our experiments, we had the best performance for multilingual text 

classification by using large size Mixed News Dataset (108,190) as our training 

dataset. Our model shows that it has better performance for multilingual text 

classification when using language combination in our training dataset. However, 

our model couldn’t get good performance for multilingual text classification just by 

using English News Dataset (37,886) as our training dataset. It shows that zero shot 

transfer learning in our experiment has not reached its maximum capability yet. 

Therefore, further research and experiment needs to be done in order to obtain good 

performance for multilingual text classification using zero-shot transfer learning. 

 

 
Fig. 13 MCC Value on Fifth Trial Scenario 
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Fig. 14 Confusion Matrix Value on Fifth Trial Scenario 

5      Conclusion and Future Works  

This paper presented the result of our model that was pre-trained using XLM-R to 

perform multilingual text classification (English and Indonesian). In general, model 

was evaluated with 2 performance metrics, namely Matthew Correlation 

Coefficient (MCC) and Confusion Matrix. Evaluation is done with 5 different 

scenario using training datasets as a differentiator.  
 

The result of this paper shows that this study is able to perform multilingual text 

classification with very good accuracy using a model that was trained with large 

size Mixed News Dataset (108,190). This model managed to get the highest score 

when tested on a large English News Dataset (37,886) with MCC value of 88.8%, 

accuracy, precision, recall, and F1 value of 90.7%. While tested on large size 

Indonesian News Dataset (70,304), this model could obtain MCC value of 90.8%, 

accuracy, recall, F1-score values of 93.3%, and 93.4% precision value. 

 

Based on our experiments and trial scenarios, it can be concluded that XLM-R 

model is capable for multilingual text classification using zero-shot transfer 

learning method. Furthermore, there are 2 factors that have a significant impact on 

model performance, specifically language combination in a training dataset and the 

size of dataset used for training. The best dataset size for this research is the largest 

dataset of the 5 available datasets with a total of 108,190 rows. By combining 

languages and improving our dataset size, we could obtain the optimum model to 

perform multilingual text classification for English and Indonesian language.  
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In this paper, hyperparameter configuration is not experimented yet. Also, the goal 

to implement multilingual text classification is still limited to 2 languages, namely 

English and Indonesian language. Therefore, future works could implement 

hyperparameter configuration on the training phase using XLM-RoBERTa to 

achieve better model performance for multilingual text classification. In addition, 

future works could implement XLM-RoBERTa to perform multilingual text 

classification using zero shot transfer learning on more low-resource languages, 

especially local languages in Indonesia. 
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