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Abstract

Particle Swarm Optimization algorithm (PSO) is a meta-heuristic algorithm. It makes few or no assumptions about the problem being optimized, and can search a very large space of candidate solutions. However, it does not guarantee to find an optimal solution. In this paper with the guidance of the analysis of the advantages and disadvantages of the standard PSO, we propose a novel Particle Swarm Optimization algorithm, which introduces an extra mechanism for sharing information and a competition strategy. The proposed algorithm keeps not only the fast convergence speed characteristic of PSO, but effectively improves the capability of global searching as well. Our experimental results show it performs much better than the standard PSO on benchmark functions, especially for difficult functions. We also apply it to solve the traveling salesman problems (TSP). It significantly improves the success rate of finding the optimal solutions.
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1. Introduction

The travelling salesman problem (TSP) [1] is one of the most widely studied NP-hard combinatorial optimization problems. Its statement is deceptively simple, and yet it remains one of the most challenging problems in Operational Research. The simple description of TSP is: Give a shortest path that covers all cities along. Let $G = (V; E)$ be a graph where $V$ is a set of vertices and $E$ is a set of edges. Let $C = (c_{ij})$ be a distance (or cost) matrix associated with $E$. The TSP requires determination of a minimum distance circuit (Hamiltonian circuit or cycle) passing through each vertex once and only once. The matrix $C$ is said to satisfy the triangle inequality, if and only if $c_{ij} + c_{jk} \geq c_{ik}$ for all $i, j, k \in V$.

Due to its simple description and wide applications in real practices, such as path problems, routing problems and distribution problems, it has attracted researchers of various domains to work out its better solutions. Those traditional algorithms, such as the Cupidity Algorithm and the Dynamic programming Algorithm, are all facing the same obstacle, which is when the problem scale $N$ reaches a certain degree, the so-called “Combination Explosion” will occur. For example, if $N = 50$, then it will take $5 \times 10^{48}$ years under a super mainframe executing 100 million instructions per second to reach its approximate best solution.
A lot of algorithms have been proposed to solve TSP [2, 3, 4, 5, 6, 7]. Some of them (based on dynamic programming or branch and bound methods) provide the global optimum solutions. Other algorithms are heuristic, which are much faster, but they do not guarantee the optimal solutions. There are well known algorithms based on 2-opt or 3-opt change operators, Lin-Kerninghan algorithm (variable change) as well algorithms based on greedy principles (nearest neighbor, spanning tree, etc.). The TSP was also approached by various modern heuristic methods, like simulated annealing, evolutionary algorithms and tabu search, even neural networks.

The Particle Swarm Optimization (PSO) algorithm was an intelligent technology first presented in 1995 by Eberhart and Kennedy. It was developed under the inspiration of behavior laws of bird flocks, fish schools and human communities [8]. If we compare PSO with Genetic Algorithms (GAs), we can find that they are all maneuvered on the basis of population operated. However, PSO doesn't rely on genetic operators, i.e., selection, crossover and mutation operators, which manipulate individual chromosomes. Instead, PSO optimizes the population through information exchange among individuals. It achieves its optimum solutions by starting from a group of random solutions and then searching the optimum ones repeatedly. Once PSO was published, it attracted widespread attentions among scholars in the optimization fields. Shortly afterwards it had become a studying focus for several years. A number of scientific achievements had emerged into these fields [9-14].

PSO was proved to be a high efficient optimization algorithm by numerous research and experiments. PSO is a meta-heuristic algorithm. It makes few or no assumptions about the problem being optimized, and can search a very large space of candidate solutions. However, meta-heuristics algorithms, like PSO, do not guarantee to find an optimal solution. More specifically, PSO does not use the gradient of the problem being optimized. That is, PSO does not require that the optimization problem be differentiable, which is required by classic optimization methods, such as gradient descent and quasi-Newton methods. PSO can therefore be used on optimization problems that are partially irregular, noisy, change over time, etc. However, the standard PSO is easily trapped into a local optimum. Thus, it is needed to improve PSO to avoid this shortcoming. This paper proposes an improved PSO algorithm. Its implementation is as simple as the standard PSO. However, our experimental results show that proposed algorithm is more efficient in searching for global optima.

2. Related Work

In recent years, since the TSP is a good ground for testing optimization techniques, many researchers in various fields such as artificial intelligence, biology, mathematics, physics, and operations research devote themselves to trying to find the efficient methods for solving the TSP, such as genetic algorithms (GAs) [15], ant colony optimization (ACO) [16], simulated annealing (SA) [17], neural networks (NN) [18], particle swarm optimization (PSO) [19], evolutionary algorithms (EA) [20], memetic computing [21], etc. Besides, there are many practical applications of the TSP in the real world [22, 23], such as data association, vehicle routing (with the additional constraints of vehicle’s route, such as capacity’s vehicles), data transmission in computer networks, job scheduling, DNA sequencing, drilling of printed circuits boards, clustering of data arrays, image processing and pattern recognition, analysis of the structure of crystals, transportation and logistics.

Swarm intelligence is an important research topic based on the collective behavior of decentralized and self-organized systems in computational intelligence. It consists of a population which simulates the animals’ behavior in the real world. Now there are many swarm intelligence optimization algorithms, such as genetic algorithms, particle swarm optimization, ant colony optimization, bee colony algorithm, differential evolution, fish-
warm algorithm, etc. Due to the simple concept, easy implementation and quick convergence, PSO has gained much attention and been successfully applied in a variety of fields mainly for optimization problems.

So far, as for the constrained optimization problems, relatively less work based on PSO can be found than those based on other EAs. Parsopoulos and Vrahatis [24] proposed a non-stationary multi-stage assignment penalty function method to transform the constrained problem to the unconstrained problem. Simulation results showed that PSO outperformed other EAs, but the design of the multi-stage assignment penalty function is too complex. In the work of Hu and Eberhart [25], the initial swarm contains only feasible solutions and a strategy to preserve feasibility is employed. Motivated by multi-objective optimization techniques, Ray and Liew [26] proposed a swarm algorithm with a multilevel information sharing strategy to deal with constraints. In their work, a better performer list (BPL) is generated by a multilevel Pareto ranking scheme treating every constraint as an objective, while the particle which is not in the BPL gradually congregates round its closest neighbor in the BPL.

In these swarm intelligence algorithms, the most popular and widely used algorithms for solving the TSP are GAs, ACO and PSO. Clerc [27] develops several algorithm variants with those operations and methods and applies them to the asymmetric TSP instance br17.atsp. In his algorithm the positions are defined as TSP tours represented in vectors of permutations of the |N| vertices of the graph correspondent to the considered instance. This approach was applied to tackle the real problem of finding out the best path for drilling operations [29].

Particle swarm optimization is presented to solve traveling salesman problem [28], where the authors have proposed the concept of swap operator and swap sequence, and redefined some operators on the basis of them. This paper has designed a special PSO, but the special PSO does not improve the updating formula, and the experiment results are worse than ours.

Hendtlass [30] proposes the inclusion of a memory for the particles in order to improve diversity. The memory of each particle is a list of solutions (target points) that can be used as an alternative for the current local optimal point. There is a probability of choosing one of the points of the particle’s memory instead of the current best point of the whole swarm Pgdb. The size of the memory list and the probability are new parameters added to the standard PSO algorithm. The algorithm is applied to the benchmark TSP instance burma14. The results obtained with algorithmic versions with several parameter settings are compared with the results of an Ant Colony Optimization algorithm.

Pang et al. [31] extends the work of Wang et al. [28]. Their algorithm alternates among the continuous and the discrete (permutation) space. In order to avoid premature convergence, Pang et al. [31] use a chaotic operator. This operator changes randomly the position and velocity in the continuous space, multiplying these vectors by a random number. Four versions of their algorithm are applied to four benchmark instances with 14 to 51 cities: burma14, eil51, eil76 and berlin52. The algorithm variations comprise the presence or not of chaotic variables and the two local search procedures. In the set of instances tested, the results showed that the version that includes chaotic variables and the 2-opt local search presented the best results. Pang et al. [32] present a fuzzy-based PSO algorithm for the TSP. They apply their algorithm to instances burma14 and berlin52. No average results or comparisons with other algorithms are reported.

A hybrid approach that joins PSO, Genetic Algorithms and Fast Local Search is presented by Machado & Lopes [33] for the TSP. The positions of the particles represent TSP tours as permutations of |N| cities. The value assigned to each particle (fitness) is the rate between a constant Dmin and the cost of the tour represented in the particle’s position. The hybrid PSO is applied to the following symmetric TSP benchmark instances: pr76, rat195, pr299, pr439, d657, pr1002, d1291, rl1304, d2103.
Goldbarg et al. [34] present a PSO algorithm for the TSP where the idea of distinct velocity operators is introduced. The velocity operators are defined according to the possible movements a particle is allowed to do. This algorithmic proposal obtained very promising results. It was applied to 35 benchmark TSP instances with 51 to 7397 cities. The results were comparable to the results of state-of-the-art algorithms for the TSP.

Yuan et al. [35] propose new concepts for “chaos variables” and memory for particles. The memory of each particle is a |N|-dimensional vector of chaos variables. The chaos variables are numbers in the interval (0, 1) and are generated with a method proposed by the authors. They apply their algorithm to four benchmark instances with 14 to 51 cities: burma14, oliver30, att48, eil51. The results obtained for instances oliver30 and att48 are compared with the results obtained by algorithms based on: Simulated Annealing, Genetic Algorithm and Ant Colony Systems. Their algorithm outperforms the others regarding quality of solution of these two instances.

Fang et al. [36] present a PSO algorithm for the TSP where an annealing scheme is used to accept the movement of a particle. They apply their algorithm to instances oliver30 and att48. The results are compared with the results of algorithms based on: Simulated Annealing, Genetic Algorithms and Ant Colony. In the two instances tested, their algorithm presents the best average results.

Preserving diversity in particle swarm optimization is used to solve traveling salesman problem [37]. This paper showed that by adding a memory capacity to each particle in a PSO algorithm performance can be significantly improved to a competitive level to ACO only on the smaller TSP problems.

Particle swarm optimization-based algorithms are presented for TSP and generalized TSP [38], where an uncertain searching strategy and a crossover eliminated technique are used to accelerate the convergence speed. Compared with the existing algorithms for solving TSP using swarm intelligence, it has been shown that the size of the solved problems could be increased by using the proposed algorithm.

A hybrid multi-swarm particle swarm optimization algorithm is presented to solve the probabilistic traveling salesman problem [39]. The Probabilistic Traveling Salesman Problem (PTSP) is a variation of the classic Traveling Salesman Problem (TSP) and one of the most significant stochastic routing problems. In the PTSP, only a subset of potential customers needs to be visited on any given instance of the problem. The number of customers to be visited each time is a random variable. In the paper, a new hybrid algorithmic nature inspired approach based on Particle Swarm Optimization (PSO), Greedy Randomized Adaptive Search Procedure (GRASP) and Expanding Neighborhood Search (ENS) Strategy is proposed for the solution of the PTSP. The proposed algorithm is tested on numerous benchmark problems from TSPLIB with very satisfactory results. Comparisons with the classic GRASP algorithm, with the classic PSO, and with a Tabu Search algorithm are also presented. Also, a comparison is performed with the results of a number of implementations of the Ant Colony Optimization algorithm from the literature. Our proposed algorithm provides a new best solution.

An efficient method based on a hybrid genetic algorithm–particle swarm optimization (GA–PSO) is presented for various types of economic dispatch (ED) problem [40]. The arithmetic crossover operator is used as crossover operator in the genetic algorithm. It can be defined to produce a new child as linear combination of two chromosomes. As randomly generated a coefficient is used to produce new child. In this method, a new approach for obtaining a coefficient is proposed benefit from the similarity of parent chromosomes. The obtained results showed that the proposed method has been applied successfully in various ED problems.

A novel two-stage hybrid swarm intelligence optimization algorithm is presented to solve traveling salesman problem [41]. This paper presents a novel two-stage hybrid swarm intelligence optimization algorithm called GA–PSO–ACO algorithm that combines the evolution ideas of the genetic algorithms, particle swarm optimization and
3. Basic Particle Swarm Optimization Algorithm

The Particle Swarm Optimization (PSO) algorithm was proposed by Eberhart and Kennedy. PSO was presented under the inspiration of bird flock immigration during the course of finding food. It is widely used in solving the optimization problems.

The standard PSO algorithm works by having a population (called a swarm) of candidate solutions (called particles). These particles are moved around in the search space according to a few simple formulae. The movements of the particles are guided by their own best known position in the search space as well as the entire swarm's best known position. When improved positions are being discovered, they are used to guide the movements of the swarm. The process is repeated until that a satisfactory solution is discovered.

Formally, let \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) be the function which needs to be minimized. The function takes a candidate solution as argument in the form of a vector of real numbers, and then produces a real number as output, which indicates the objective function value of the given candidate solution. The gradient of \( f \) is not known. The goal is to find a solution \( A \) for which \( f(A) \leq f(B) \) for all \( B \) in the search space. That is, the solution \( A \) is the global minimum. Maximization can be performed by considering the function \( h = -f \) instead.

In PSO, each solution is regarded as a bird in the search space and called “particle”. Each particle has a fitness value which is determined by a target function. The status of each particle includes its position and velocity. Its velocity determines its flying direction. All particles (the swarm) work together in searching for the optimal solution in the solution space. PSO achieves the searches via updating the status of each particle. At the beginning, it randomly initiates a group of particles (random solutions) with a specific position and velocity for each. It updates the status (its velocity and position, referring Formula 1 and 2) of each particle using the recorded best position experienced for this particle (called \( P_{idb} \) in Formula 1) and the best position of the whole swarm (called \( P_{gdb} \) in Formula 1) until now. This updating procedure continues until it reaches the maximum number of iterations, which is set up at the beginning. Through this iteratively updating, PSO finds (or approaches to) optimal solutions in the solution space.

Thus, the status of each particle is updated not only based on itself best position (\( P_{idb} \)) experienced, but also based on the best position of the whole swarm (its companions). That is, the particles inside the swarm share the information (\( P_{gdb} \)). Specifically, for a particle id, its velocity and its position is updated according to the formula as follows respectively:

\[
V_{id} = \omega V_{id} + \eta_1 \text{rand} (P_{idb} - X_{id}) + \eta_2 \text{rand} (P_{gdb} - X_{id}) \tag{1}
\]

\[
X_{id} = X_{id} + V_{id} \tag{2}
\]

where \( \omega \) is called the inertia weight. It is a proportion factor concerned with former velocity (\( 0 < \omega < 1 \)). \( \eta_1 \) and \( \eta_2 \) are constant accelerating factors, normally \( \eta_1 = \eta_2 = 2 \). The random function \( \text{rand}() \) is to generate random numbers. \( X_{id} \) represents the position of particle \( id \). \( V_{id} \) represents the velocity of particle \( id \). \( P_{idb} \) and \( P_{gdb} \) represent the best position of the particle \( id \) found and the best position of the whole swarm found respectively until this moment.

In the formula 1 above, the first part represents the impact of the former velocity of the particle. It enables the particle to possess expanding tendency in the searching space, and thus makes the algorithm be more capable in global searching. The second part is called a
cognition part. It represents the process of absorbing individual experience knowledge of the particle. The third part is called a social part. It represents the process of learning from the experience of other particles. It also shows the information sharing and social cooperation among particles.

The flow of PSO can briefly be described as follows. First, PSO initiates a group of particles, and assigns each particle a random initial position $X_{id}$ and a random initial velocity $V_{id}$. Then PSO calculates the fitness value $f$ for each particle. Note that the best position $P_{idb}$ of each particle is its current position $X_{id}$ in the first updating. The best position of the swarm $P_{gdb}$ is the best position which achieves the best fitness value of the swarm. With the two bests, PSO updates the velocity and position for each particle, which are calculated according to the formula 1 and 2 respectively. Then PSO reevaluates the fitness value for each particle using its current velocity and position. With the fitness value of each particle, PSO updates the best position $X_{idb}$ for each particle and the best position $P_{gdb}$ for the swarm. Then PSO uses the two bests to update the velocity and position for each particle again, according to the formula 1 and 2 respectively. This procedure repeats until using up the number of iterations set at the beginning.

Note that the best position $P_{idb}$ used in the velocity updating formula (i.e., Formula 1) enforces this particle to search for the optimal value around the position $P_{idb}$, This is represented as the cognition component in the formula 1. The best position of the swarm $P_{gdb}$ is also used to adjust the velocity of the particle. This enforces the particle to approach the best position of the swarm $P_{gdb}$, This is the social component in the formula 1. These two adjustments enable particles to approach to two bests, and converge quickly.

The most advantage of PSO is its convergence speed. Clerc [13] has presented the proof on its convergence but the standard PSO algorithm can be easily trapped into local optima, especially for multimodal functions. we use three benchmark functions to verify it. The details of the test function see Table 1. In the Table 1, S behalf of the range of variables, $f_{min}$ behalf of the minimization of the function. we run each algorithm 100 times for the ten functions described above. Our experimental results are shown in Table 2. Figure 1 to Figure 3 are the figures of the three functions.

<table>
<thead>
<tr>
<th>Function</th>
<th>$S$</th>
<th>$f_{min}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1(x) = \sum_{i=1}^{n} x_i^2$</td>
<td>(-100,100)</td>
<td>0</td>
</tr>
<tr>
<td>$f_2(x) = \frac{1}{4000} \sum_{i=1}^{n} (x_i - 100)^2 - \prod_{i=1}^{n} \cos(\frac{x_i - 100}{\sqrt{i}}) + 1$</td>
<td>(-300,300)</td>
<td>0</td>
</tr>
<tr>
<td>$f_3(x) = \sum_{i=1}^{n} -x_i \sin(\sqrt{</td>
<td>x_i</td>
<td>})$</td>
</tr>
</tbody>
</table>
Figure 1. Test Function F1

Figure 2. Test Function F2

Figure 3. Test Function F3
Improved PSO Algorithm (IPSO)

In the standard PSO algorithm above, the convergence speed of particles is fast, but the adjustments of cognition component and social component make particles search around the two best points: \( p_{gb} \) and \( p_{wb} \). According to the velocity and the position updating formula (Formula 1 and 2), once the best individual in the swarm is trapped into a local optimum, the information sharing mechanism in the standard PSO will attract other particles to approach this local optimum gradually. In the end, the whole swarm will be converged to the local optimum.

Let us look at the velocity and position updating formula (Formula 1 and 2) again. Once the whole swarm is trapped into a local optimum, its cognition component and social component become zero in the end. With the number of iterations, the velocity of particles will become zero in the end, because the value of the inertia weight is less than 1, i.e., \( 0 < \omega < 1 \).

When the velocities of particles gradually diminish and reach zero in the end, the whole swarm will be converged at one point in the solution space. At this time, if the current \( P_{wb} \) value achieved by the particles is not the optimal solution, the whole swarm will be trapped into a local optimum. However, the capacity of the swarm jumping out of the local optimum is very weak. Especially, this occurs frequently for multimodal functions. To further verify this, we select three more multimodal functions (shown in Table 1). These experimental results confirm our conjecture: the standard PSO algorithm is easily trapped into local optima.

<table>
<thead>
<tr>
<th>Function</th>
<th>Best Value</th>
<th>Mean Value</th>
<th>Worst Value</th>
<th>( f_{\text{min}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>1495.71</td>
<td>4224.77</td>
<td>7032.89</td>
<td>0</td>
</tr>
<tr>
<td>F2</td>
<td>72.51</td>
<td>101.41</td>
<td>123.95</td>
<td>0</td>
</tr>
<tr>
<td>F3</td>
<td>-5038.62</td>
<td>-4005.02</td>
<td>-3233.13</td>
<td>-12569.5</td>
</tr>
</tbody>
</table>

The main reason of the standard PSO algorithm can be easily trapped into local optima, especially for multimodal functions, is because it has no mechanisms to force the particles to jump out of the local optimum. This is the fatal weakness of PSO. This fatal weakness is the reason why PSO could not always achieve the optimal solution. With this guidance, we will develop a new solution in the next subsection, which forces PSO to avoid trapping into local optima.

In order to overcome the shortcoming of the standard PSO algorithm, we propose a new PSO algorithm. The major goal of the new algorithm is to avoid being trapped into local optima. With the guidance of the major goal, our algorithm adopts a new information sharing mechanism. This information sharing mechanism makes particles move on the contrary direction of the worst individual positions and the worst whole swarm positions. Thus, it enlarges global searching space and reduces the possibility of particles to be trapped into a local optimum.

In the standard PSO algorithm, the flying direction of each particle is almost determined and optimistic. It always flies to the best particle/s of the whole swarm, and also hangs around its own best position experienced. From the analysis in the subsection above, we know that it is dangerous when the best particle of the whole swarm is trapped into a local optimum. In order to reduce the possibility of being trapped into the local optimum, the new algorithm creates two possible flying directions (an optimistic one and a pessimistic one) for each particle, instead of just one determined and optimistic direction. We use the pessimistic direction to save the particles when they trap into the local minimum. Since the pessimistic direction might not always be worse than the optimistic direction, the new algorithm will choose the best one from two possible flying directions to update each particle. This is a competition strategy introduced into the new algorithm. Both the worst information mechanism and the best information mechanism
compete with each other. The competition not only further decreases the possibility of being trapped into a local optimum, but also makes the search converge to optimal solutions, although its complexity is only two times of the standard PSO.

How does the new algorithm create the two possible flying directions (an optimistic one and a pessimistic one) for each particle? We know that the standard PSO already creates one optimistic flying direction for each particle. This direction is still kept in the new algorithm as the optimistic flying direction. The new algorithm needs to create the pessimistic flying direction for each particle. The procedure of creating the pessimistic flying direction is the same as that of creating the optimistic flying direction. We know that when a particle is searching in the solution space, it doesn't know the exact position of the optimum solution. The standard PSO records the best position an individual particle has achieved, and the best ones that the whole swarm have experienced. Based on the best position of each particle and the best position of the whole swarm, the standard PSO creates the optimistic direction using Formula 1 and 2. To create the pessimistic direction, we can modify the process of creating the optimistic direction used in the standard PSO. That is, we can also record the worst position an individual particle has achieved, and the worst ones that the whole swarm have experienced. Based on the worst position of each particle and the worst position of the whole swarm, the new algorithm creates the pessimistic direction using Formula 3 and 4, which define the particle velocity and position updating as follows:

\[
\begin{align*}
V_{id} &= \omega V_{id} + \eta_{rand}(X_{id} - P_{id}) + \eta_{rand}(X_{id} - P_{gdb}) \\
X_{id} &= X_{id} + V_{id}
\end{align*}
\]  

(3)

(4)

where \(P_{id}\) represents the worst position that the particle \(id\) has found. \(P_{gdb}\) represents the worst positions that the whole swarm has found.

The new algorithm chooses the best one from the two potential flying directions (an optimistic one and a pessimistic one) to update each particle. This surely enlarges the global searching space of particles, and enables them to avoid being trapped into a local optimum too early and in the same time. Thus, the new PSO improves the possibility of finding the global optimum in the search space. Since the new algorithm has to calculate two potential velocities and positions for each particle in the swarm, its time complexity is twice of the standard PSO.

In order to investigate the improvement of our proposed algorithm, we compare it with the standard PSO on the three more multimodal functions (shown in Table 1), the experimental results (the best, mean, and worst values) are shown in Table 3. From Table 3, we can conclude that our new PSO also significantly improves the performance of PSO. For these three difficult functions, our new PSO can achieve very close to the optimal solutions shown in the last column (only a tiny difference). Its best, mean and worst values are also very close to each other.

**Table 3. The Experimental Results of IPSO and PSO on Three Difficult Multimodal Functions**

<table>
<thead>
<tr>
<th>Function</th>
<th>Algorithm</th>
<th>Best Value</th>
<th>Mean Value</th>
<th>Worst Value</th>
<th>(f_{min})</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>PSO</td>
<td>1495.71</td>
<td>4224.78</td>
<td>7032.89</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>New PSO</td>
<td>4.14E-29</td>
<td>4.46E-26</td>
<td>1.09E-24</td>
<td>0</td>
</tr>
<tr>
<td>F2</td>
<td>PSO</td>
<td>72.51</td>
<td>101.41</td>
<td>123.95</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>New PSO</td>
<td>2.19E-12</td>
<td>0.01</td>
<td>8.63E-25</td>
<td>0</td>
</tr>
<tr>
<td>F3</td>
<td>PSO</td>
<td>-5038.62</td>
<td>-4005.02</td>
<td>-3233.13</td>
<td>-12569.5</td>
</tr>
<tr>
<td></td>
<td>New PSO</td>
<td>-9535.19</td>
<td>-8741.27</td>
<td>-8203.56</td>
<td>-12569.5</td>
</tr>
</tbody>
</table>
5. Improved PSO Algorithm for TSP

The Traveling Salesman Problem (TSP) is a classical combinatorial optimization problem, which is simple to state but very difficult to solve. The problem is to find the shortest possible tour through a set of N vertices so that each vertex is visited exactly once. This problem is known to be NP-complete, and cannot be solved exactly in polynomial time. The exact algorithms are typically derived from the integer linear programming (ILP) formulation of the TSP.

\[
\text{Min} \sum \sum d_{ij}x_{ij}
\]

\[s.t.:\]
\[\sum_{j} x_{ij} = 1, i = 1, 2, 3, \ldots, N,\]
\[\sum_{i} x_{ij} = 1, j = 1, 2, 3, \ldots, N,\]
\[(x_{ij}) \in X,\]
\[x_{ij} = 0 \text{ or } 1,\]
\[\sum_{i,j \in S} x_{ij} \leq |S| - 1, (S \subseteq V, 2 \leq |S| \leq N - 2)\]

where \(d_{ij}\) is the distance between vertices \(i\) and \(j\) and the \(x_{ij}\) are the decision variables: \(x_{ij}\) is set to 1 when arc \((i,j)\) is included in the tour, and 0 otherwise. \(x_{ij} \in X\) denotes the set of subtour-breaking constraints that restrict the feasible solutions to those consisting of a single tour. \(V\) is the set of all vertices, \(S_{v}\) is some subset of \(V\) and \(|S_{v}|\) is the cardinality of \(S_{v}\). These constraints prohibit subtours, that is, tours on subsets with less than \(N\) vertices.

5.1. Problem Code and Fitness Function

In this paper, we use the most direct way to denote TSP-paths. TSP-paths are considered as rings, or closed paths. The TSP-path is referred as a chromosome in GA, PSO and our IPSO. A fitness function is the only standard of judging whether an individual one is “good” or not. We take the reciprocal of the length of each path as the fitness function defined in Formula 6. The shorter the length, the higher the fitness value is.

\[f(S_{v}) = \frac{1}{\sum_{i=1}^{N} d(C_{n(i)}, C_{n((i+1) \mod N)})}\]  

5.2. Experimental Results

In order to verify that the proposed algorithm IPSO is useful for the TSP, we compare it with the standard PSO on ten TSP problems, which come from the TSPLIB (http://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95). Their optimal solutions are given in the website. The number of cities in these ten TSP problems varies from 52 to 1432. We list them in Table 4 with our experimental results of our new PSO, the standard PSO, and the GA algorithm. The experimental results shown in Table 7 are best solutions obtained by the three algorithms, running 10 times. The parameters of our IPSO and the standard PSO are set as the same, i.e., \(\omega = 0.6, \eta_1 = \eta_2 = 2\). All experiments are performed on an Intel CoreTM2 Duo CPU, 2.26GHz/4G RAM Laptop.

Table 4 shows that our IPSO achieves the optimal solutions for all ten TSP problems. Both the standard PSO and the GA algorithm only achieve the optimal solution for the first TSP problem. However, the standard PSO achieves better solutions for the rest nine
TSP problems than the GA algorithm. We can conclude that our new PSO is the best among the three algorithms, followed by PSO, followed by the GA algorithm.

Table 4. The Best Solutions Achieved By Our New PSO, the Standard PSO, and the GA Algorithm, Running 10 Times on the Ten TPS Problems

<table>
<thead>
<tr>
<th>TSP Problems</th>
<th>Optimal in TSPLIB</th>
<th>Genetic Algorithm</th>
<th>PSO Algorithm</th>
<th>New PSO Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berlin52</td>
<td>7542</td>
<td>7542</td>
<td>7542</td>
<td>7542</td>
</tr>
<tr>
<td>kroA100</td>
<td>21282</td>
<td>21315</td>
<td>21310</td>
<td>21282</td>
</tr>
<tr>
<td>kroA200</td>
<td>29368</td>
<td>30168</td>
<td>29968</td>
<td>29368</td>
</tr>
<tr>
<td>Pr299</td>
<td>48191</td>
<td>48568</td>
<td>48540</td>
<td>48191</td>
</tr>
<tr>
<td>Rd400</td>
<td>15281</td>
<td>15135</td>
<td>15135</td>
<td>15281</td>
</tr>
<tr>
<td>Ali535</td>
<td>202310</td>
<td>242310</td>
<td>231120</td>
<td>202310</td>
</tr>
<tr>
<td>D657</td>
<td>48912</td>
<td>50912</td>
<td>50612</td>
<td>48912</td>
</tr>
<tr>
<td>Rat783</td>
<td>8806</td>
<td>8965</td>
<td>8905</td>
<td>8806</td>
</tr>
<tr>
<td>U1060</td>
<td>224094</td>
<td>279094</td>
<td>269908</td>
<td>224094</td>
</tr>
<tr>
<td>U1432</td>
<td>152970</td>
<td>182780</td>
<td>177890</td>
<td>152970</td>
</tr>
</tbody>
</table>

6. Conclusion

This paper proposed a new PSO algorithm called IPSO. Comparing with the standard PSO algorithm, the proposed PSO algorithm has improvements: it introduces a new information sharing mechanism: the worse position of each particle and the worst position of the whole swarm. This information sharing mechanism makes particles move on the contrary direction of the worst individual positions and the worst whole swarm positions. Thus, it enlarges global searching space and reduces the possibility of particles to be trapped into a local optimum.

In summary, in this paper, we analyzed the shortcoming of the standard PSO. With the guidance of the analysis, we proposed a new PSO algorithm. Our experimental results showed that new PSO performs much better than the standard PSO on benchmark functions and TSP problems. Especially for difficult functions and TSP problems, our new PSO significantly improves the success rate of finding the optimal solutions.
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