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Abstract 

In this publication we present Immersive Networking as a novel framework for 

connecting people and places and things in virtual environments with augmented reality 

to be used in eg. Virtual training environments. The research is mandated by technology 

advances in internetworking underpinned by 5G networks and Internet-of-Things. These 

advances present new possibilities and challenges to integrate people, places and things 

in virtual environments. Existing frameworks such as MPEG-V possess representational 

capabilities but have insufficient support for integrating entities from the real world via 

heterogeneous infrastructure. MPEG-V for instance makes no statements about 

distributed control. Seamless experiences in virtual environment require self-organization 

of connectivity between people, places and things via heterogeneous 5G and Internet-of-

Things infrastructures. A second important aspect of the quality of our experience is the 

immediacy of responses. Both aspects of seamless and self-organizing connections 

between entities require that we push control to the end-devices co-located with the 

entities themselves. These end-devices may incorporate sensing gateways and interaction 

devices, which include both local and non-local information from the virtual environment 

in the interaction. Thus delegation of control to end-devices requires means for the 

organizing or relations and clustering by relevance. This capability is particularly 

important as the projected number of devices and sensors to be connected via the 

Internet-of-Things is projected to be in the order of 50 billion by 2020. Immersive 

Networking supported by MediaSense [1] constitutes a scalable self-organizing means for 

connecting people and places and things in virtual environments with augmented reality. 

MediaSense moves control to the edge enabling immediacy in experiences based on 

seamless self-organization through clustering of entities in relations organized by 

relevance. We conclude by validating our approach in several scenarios evaluating the 

relevance and application in human decision-making. 

 

Keywords: Internet-of-Things, Distributed Immersive Networking, Serious Gaming, 

Human Decision-Making 

 

1. Introduction 

In many areas, traditional training and learning methods cannot be used to prepare 

learners for the situations they will meet in real life. One especially complex capacity to 

train is human decision making under stress, time restriction and where the decisions are 

depending on interaction with one or more individuals that are less willing or otherwise 

hindered to cooperate. Examples of such areas are Political or Peace negotiation, 

Healthcare education, Business negotiations, Second language training, Psychological 

consultations, Conflict resolution, Teacher training, Social and welfare care training, 

Management training, Legal interrogation, Prison and probation situations, 

Emergency/Fire brigade crisis management, as well as for Police, Military and similar 
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applications. Such encounters are inherently complex and difficult to train in real life, and 

require the understanding and management of human emotions and reactions, features 

real-time actions, decisions and consequences, requires cognitive skills as well as 

background information and involves encounters with one, or groups of, humans.  

These training needs are mostly applicable to higher education and/or on the 

professional level, but may also be important in other settings. 

In many of these examples, learners cannot be efficiently trained attending lectures, 

reading textbooks or similar models. Moreover, due to the complexity and the effects of 

such decisions, teachers cannot allow learners to simply walk out in the real world and 

interact in emergency scenes or other critical situations to train.  

Hence, numerous learners often lack possibilities to train and re-train their skills, and 

are facing situations in real life they are not prepared for. The result of this limited 

training possibility is that human decisions in complex situations often are not optimal 

and result in more or less bad decisions that affect many families, patients, clients and 

other people. To enhance the exploring the level of training possibility toward a realistic 

human decision we propose a feasible solution to seamlessly manage virtual spatiality and 

augmented reality in a technology independent manner. In this context our proposed 

framework for shared spatiality will make able to sharing context information in real-time 

for virtual interaction. In order to make enable massive and scalable sharing of context 

information across heterogeneous network infrastructure we go beyond Internet-of-Things 

to make possible information sharing in real-time to make enable timely and intelligent 

decisions in different user scenarios. Here, we share our vision of such a crowd-sensing 

technology that allows users to share context information to practice multiple social-

emergency scenarios electronically and obtain immediate, objective feedback in training 

response towards a relational Internet-of-Things solution which we have identified as 

Immersive networking. Immersive networking (IN) is a new area within Distributed 

systems focused on future Internet challenges for connecting people, places and things, be 

it virtual or real and how it enables us to live and train skills as immersed in new ways in 

a networked society.   

 

2. Background and Motivation 
 

2.1. Immersive Networking Interfacing with Virtual Environments 

As explained in the previous section immersive networking focusing of the future 

Internet challenges for connection multi-user online in virtual worlds as networked virtual 

environments in sense of the virtual world data representation for enriched content of 

context-aware computing system. Immersive networking as MPEG-V framework [2] 

deals only with virtual world object characteristics (metadata) which helps to define a 

base type of attributes and characteristics of objects which will be shared by both virtual 

agents and the generic virtual objects. Immersive Networking explore MPEG-V virtual 

worlds infrastructure with distributed controller for interfacing with virtual environments 

as depicted in Figure 1. 
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Figure 1. Immersive Networking Interfacing Virtual Environments 

Immersive Networking specifies context and semantics required to provide 

interoperability in distributed controlling of virtual agents as well of generic virtual 

objects. Immersive Networking will be able to replace the adaptation engine (RV or VR) 

in MPEG-V [1] and make possible seamless experiences in virtual environments for self-

organization of connectivity between people, places and things. Section 3 provides further 

description of system architecture. Next section covers serious games as digital content 

provider in real time or non real time, of various nature raging from an on line virtual 

world and simulation environment. 

 

2.2. Serious Games as Digital Content Provider for Learning 

There are numerous definitions of Serious Games (SGs) as well as a number of terms 

for it. The term Serious Gaming was coined by Ben Sawyer in the white paper Serious 

Games Initiative [3]. The terms used in this area include Serious Games, but also 

Gamification, Game-based learning, Educational games, Simulation for learning, 

Educational simulation etc. Definitions vary from “Computer games that are intended to 

not only entertain users, but have additional purposes such as education and training”, 

over “A serious game is usually a simulation which has the look and feel of a game, but is 

actually a simulation of real-world events or processes” to “A serious computer game is 

any kind of interactive application - for example a computer simulation or a micro-world - 

that is designed and implemented according to gameplay principles” [4]. One broad and 

probably one of the best definitions say that SGs are “The application of gaming 

technology, process, and design to the solution of problems faced by businesses and other 

organizations.  

Serious games have become both a growing market in the games industry [5] and a 

field of academic research [6]. Serious Games combine the elements of gameplay like 

interactivity and immersion with modern teaching methods and imply the opportunity of a 

high grade of motivation, active decision-making and sophisticated game environments. 

A further development in this field is the Intelligent Tutoring System (ITS). Later, these 

systems were also incorporated with embodied animated tutors called Interactive 

Animated Pedagogical Agents (IAPA) such as Steve [7] and Au-toTutor [8] in order to 



International Journal of Multimedia and Ubiquitous Engineering  

Vol.11, No.6 (2016) 

 

 

46   Copyright ⓒ 2016 SERSC 

increase the engagement by the means of adding social interaction capabilities. Eva was 

another agent that helped students learns about music [9] while its robotic counterpart 

[10] taught photography to students. Such agents are equipped with a conversational and 

behavioral system and may have personality and emotions. They can also motivate the 

students by encouraging them and by asking questions, or referring to past examples. In 

some cases, they also perform the domain task themselves and show how to do it. Such a 

learning framework offer the opportunity to implement technology from intelligent 

tutoring, pedagogical agents and virtual worlds and combine those with game techniques 

since games attract people with challenge and curiosity factors as well as bring the 

concept of "learning by doing". Purdy [11] mentions that games work in education 

because they have the potential to assist deep learning. Players make decisions that have 

consequences and they actively participate in the game or virtual environment. They can 

also safely try out multiple solutions, test their own limitations and assume different roles. 

When it comes to advantages of this new type of learning framework, they are found to 

promote learning [12-14]. Regarding positive impacts, games can also support the 

development of a number of different skills, as discussed by [15], analytical and spatial 

skills, strategic skills and insight, learning and recollection capabilities, psychomotor 

skills, visual selective attention, etc., and even violent games can be beneficial in that they 

provide an outlet to alleviate frustration. Wouters et al [16] have found SGs to improve 

the acquisition of knowledge and cognitive skills. It may also be concluded that the use of 

serious games is promising for the acquisition of fine-grid motor skills and to accomplish 

attitudinal change [17]. 

 

2.2.1. Affective Learning 

Emotion skills, like coping behaviours, are central to human communication. Actually, 

many of the cognitive processes are interdependent and they rarely occur in isolation [18]. 

Emotions are also known to affect judgment, especially of a social kind and be used in 

persuasion. One can thus convey positive feelings by smiling, frowning or winking. 

Emotions certainly influence learning and both negative and positive emotions may have 

large effects on problem solving [19-20]. Therefore, in a simulation environment like the 

current presented framework, where decision making in complex situations and where 

encounters with cultural, social and/or mentally diverse humans should be trained, it will 

be necessary to elicit and monitor various emotional reactions and responses [21]. 

However, knowing that positive emotions have been observed to promote learning, our 

planned learning system will consequently elicit and provoke both positive and negative 

emotional responses. Positive responses from the virtual tutor might also be crucial in 

some situations. 

Emotional mediated experiences have been reported as having a positive impact on 

cognitive learning outcomes [22-23]. By getting rid of internal and external dis-tractions, 

they do enhance concentration and attention. Although they are not directly responsible 

for knowledge or skill acquisition, they still contribute to efficient and reproducible 

reasoning patterns. Nevertheless, it is important to be aware of the effect of multi-sensory 

integration on emotional engagement (because of human’s selective attention in hearing, 

vision and touch). There-fore, presenting information in several sensory modalities (rather 

than one) leads to a more efficient use of memory resources [24-25]. We can thus easily 

conceive the potential educational benefits of multimedia technology using multi-sensory 

presentation of graphics audio and visual materials. The same goes for the importance of 

naturalness of visual and auditory interaction for the sense of mediated presence and 

interaction with virtual character that combine several modalities [26].   

 

2.2.2. An Innovative Training Model 
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Our research group has during the recent years focused on how to design an IN based 

model for training decision making skills in complex situations where interaction between 

people, things and environments are crucial. This includes scenarios where individuals are 

more or less unwilling or incapable of cooperation and where also stress and time 

restrictions further complicated the decision process. 

In such training environments continuous interpretation of multimodal physiological 

and emotional inputs would allow the interactive learning environment to be more 

receptive to the intended actions, as opposed to the traditional tracking of actual 

performed actions. This would in turn lead to a more personalized and accurate 

summative feedback (by providing objective measurements of emotional and social states 

of each user) and hopefully as a result induce behavior change/self-regulation on users. 

Combining traditional summative feedback with our framework’s special debriefing 

feature where the virtual persons themselves can give personalized feedback to the learner 

in terms of spoken and animated dialogue, may also enhance deep learning and learners’ 

metacognitive insights. 

Such interactive socio-educational training models would definitively con-tribute to 

improved encounters with unwilling, less capable or otherwise affected humans like 

refugees, psychiatric patients or criminal care clients and enhance confidence in trust 

building, challenge coping behaviors and emotional responsiveness (e.g. relation skills 

like empathic communication). This will in its turn improve learner abilities of decision 

making in complex situations where human interpersonal communication is a key. 

Participants would thus gain a sense of mastery and self-confidence in decision-making 

that would rely on the synergy of cognitive and affective processes. Moreover, decision-

making is a cognitive process involving reflection. This enables thinking about what to 

do, what the options are and thinking ahead considering what the consequences might be 

of carrying out certain actions before selecting strategies for carrying out tasks. 

Awareness mechanisms can also be “trained” and fine-tuned by purposely and 

inadvertently manipulating virtual actors in the physical and social context and/or 

overcharging their nonverbal behaviors. Collaborative environments for decision-making 

should not impede awareness in order to convey precious information about peoples’ 

intentions and beliefs. 

To instantiate the conceptual model of our learning framework, we have designed a 

“natural” interface giving the illusion of behaving and looking like real-world 

counterparts as well as providing a distributive learning environment. The interface can 

present a complex situation and be able to measure in real time the actions and reactions 

of the trainees. The monitored data will be continuously fed back into the system and the 

virtual agents will act accordingly (by means of dynamic scripts and predefined 

personalities and adaptive moods). Special emphasis will be put on exploratory 

interaction in an intercultural training environment supporting reflective cognition and 

affective involvement. 

In order to offer a trustworthy and believable learning environment, the virtual 

subjects/actors will be defined with different personalities (extrovert, dominant, worried 

etc.) and endowed with different roles (like lawyer, mental patient, refugee, immigrant, 

client, etc.). These virtual humans will be independent, able to evolve autonomously in 

the virtual world. They will also en-gage in meaningful social interaction with 

participants. Hence, three main kinds of social mechanism will be represented in the 

training system: conversation, coordination, and awareness. The conversational interface 

will rely on a semantic engine (language interpretation) for semantic comprehension. The 

virtual humans will thus handle a dialogue with the trainees, for example by asking 

follow-up questions to better understand what a user wants to know. By using a robust 

speech understanding, faulty grammar, misrecognized words (in spoken interaction) and 

misspelled words (in written interaction) will not hinder the interaction. 
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However, to offer a certain level of adaptively, users’ physiological data and 

behavioral reactions will influence the behaviors of the virtual agents. These virtual 

humans will be able to take several strategies to respond to user's stress level, emotional 

state, disengagement or fatigue. The learning sys-tem will thus have the ability to detect 

physiological variables like stress level or cognitive fatigue on trainees in order to affect 

the agents willingness to share information or establish trust with trainees. In the next 

subsection we will explore the level of training in the learning system via manage virtual 

spatiality for virtual agents in virtual environments by context-oriented association such 

as user modes of location and device position to imply knowledge assumptions and social 

environment scripts that give meaning to a situation.   

 

2.3. The Exploring the Level of Training toward Seamlessly Manage Virtual 

Spatiality 

The innovative on rethinking context to find a feasible solution to seamlessly manage 

virtual spatiality and augmented reality in a technology independent manner. In this way 

context-oriented association technologies to explore logical object-oriented technology to 

enable a system-initializing interaction mechanism for addressing social environment 

scripts and experiences with respect to system service logic. To establish and maintain the 

logical associations between time-critical situational awareness and social environment 

interactions are based upon establishing and information sharing via a crowd-sensing 

technology on that allows users to share context information based on situational 

awareness. To meet user accuracy requirements as confident con-text sensing, we use a 

system model as shown in Figure 3 for description of context sensing diversity and 

capability differences among heterogeneous and homogeneous context sources in a 

Human-supported learning system deployment. By exploring context sensing diversity to 

provide a conceptual construction of an alternative reality for virtual environments as a 

context for training in the learning system might have something to teach us about the 

construction of mixed realities for training purpose, Both seem to be about conveying 

meaning by constructing spaces, which the viewer/user is invited to explore and interpret. 

The concept will be able to create 'realities' which provide a seamless integration of the 

different realities, while at the same time keeping the strengths of each constituent reality. 

The next section provides further description on the concept of context-aware computing 

system for serious gaming technologies. 

 

3. Conceptual Framework 

We have designed a novel type of advanced immersive networking as con-text-aware 

computing system for human decision-making associated with human encounters. The 

new framework supports a wide range of complex scenarios applicable in formal and 

informal education, workplace training, life-long learning, policy making and in social 

and public processes. The features and components will include e.g. virtual human-like 

characters, interaction systems, novel human-machine interfaces, 3D-models, textures, 

simulations, game design, emotional models, emergent narratives etc. as well as an 

intuitive authoring environment and interfacing with existing game engines. A wide 

variety of training solutions will be supported, including one to one, one to many and 

local/distributed learners. 

 

3.1. Architectural Overview 

The framework is based on reusable, open components with concept of context-aware 

computing system for serious gaming technologies which exhibit novel capabilities for 

knowledge acquisition and training of skills associated with decision making in human 

encounters. This section describes the components and their organization within 
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functional units within the architecture of the framework. Figure 2 provides the overview 

and highlights (in light blue) key components. 

The concept supports a wide variety of user input and output modalities including 

audio, visual information, as well as sensing and actuation of physical parameters. The 

system is open ended and configurable in terms of modalities in accordance with the 

interaction described in the previous section and some key examples are given in the 

“Sensing” and “Multimodal Interface” functional units as depicted in Figure 2. The 

machine-learning and data-mining components in the “Context Sharing” functional unit 

carry out clustering and self-organization of information. From these heterogeneous 

sources sinks of input and output process, machine-learning and data-mining components 

fuse, extract and share presence- and context information. 

 

 

Figure 2. Architectural Overview 

The components of the “Understanding” functional unit use the self-organizing 

capabilities and information from the “Context-Sharing” function-al unit to enable the 

entities modelled in the “Multi-Agent System” functional unit modify and react to the 

input. In a similar fashion, the components of the “Decision-Making” functional unit use 

the responses from the agents in the “Multi-Agent System” to provide input to the 

“Coordination, Choreography” functional units via the “Context-Sharing” functional unit. 

Thus, the “Coordination, Choreography” functional units can leverage the self-organizing 

capabilities and information from the “Context-Sharing” functional unit to adapt and 

present output in the form of Virtual characters, speech, scene back-ground and more via 

the “Multi-Modal Interface” functional unit. 

Blue sections in Figure 2 indicated components that will be developed (or re-designed) 

within the suggested framework. Also other inputs and output sources may be used (grey) 

to develop a Human-supported learning system. The numbers in brackets corresponds to 

data stream/analysis/outputs indicated below.  

The architecture is thus subdivided into two main areas: 

Design-time support entailing authoring support including scenario generation, capable 

of interworking with existing game engine authoring support. 

Run-time support entailing sensing (input) & multimodal interface (output) capable of 

interworking with existing game engine authoring support and connected to a multi-agent 

system harboring the handling of complex behavior pertaining to scenarios. 

The devices and modalities involved for in- and output may range from, e.g., tablets, 

smartphones, smartTV, etc. with various means of network connectivity, such as WiFi, 

Bluetooth, and mobile broadband. Hence, we presume users, places and artefacts involved 

in all types of interaction to be connected, reachable on the Internet and able to share 

information via federated middleware services. Thus, the architecture includes the 
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following functional areas and capabilities with inputs, data streams, analyses and outputs 

listed in Table 1 below: 

Table 1. Examples of Inputs, Data Streams, Analyses and Outputs for the 
Architecture 

 
 

3.2. Diversity of Context Information, Objects and Model 

To meet user accuracy requirements as confident context sensing we proposed a new 

approach as shown in Figure 3 below. This model describes context sensing diversity and 

capability differences among heterogeneous and homogeneous context sources in a 

Human-supported learning system deployment. 

We explore the impact of multiple context sources on context values collaboration and 

exploit diversity for confident context sensing coverage to support the dynamic nature of 

diversity of context information as well as the heterogeneous array of applications and 

service requirements. Users interact or even immerse themselves in virtual reality plays if 

such plays stirred their experiences intensely and broadly. In achieving this, multiple 

sources of information must be considered when observing the interaction between users 

with their environment. This provides the information required to build relational con-text 

models that can identify and establish relationships between avatars. The-se relationships 

in turn are the springboard for creating situations where an avatar’s perceived 

relationships are elevated and through a diverse set of unintended actions to immerse 

enriched and novel creative experiences. In this respect context data is the key for the 

creative systems bringing about such communication patterns and experiences. The 

proposed model is a collection of objects with defined relationships. As an object-oriented 

approach, it inherently gains the properties of class inheritance and as such can be 

extended with new sub-concepts of Entity and Context Information-Source. This is made 

possible by adaptive software techniques such as a combination of computational 

refection, automated compilation and dynamic class loading. Agents, applications and 

services reside above and use the meta-model as a source of data and deriving diversity 
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context information. The Contextual computing part (in the model) is the use of software 

and hardware to automatically collect and analyze data about a device's surroundings in 

order to pre-sent relevant, actionable context information to the end user via Google 

Glass. This kind of devices can further the experience, providing the end user with an 

augmented reality experience. 

 

 

Figure 3 Diversity of Context Information Model 

 

4. Design and Development Methodology 

The choice of design and development methodology can be understood in two ways: 

first a methodology of ontology for framework development and second, a methodology 

for generating specific architectures. Please refer to Figure 4 below concerning how to 

derive all aspects of the model as well as how to drive the best practices. 

Simply dissecting them into design steps and processes is not enough - one needs to 

know how to achieve each step. In the table below we summarize how architecture 

methodologies can be used for the development of the framework on the higher abstract 

level. 
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Figure 4. Main Component in the Framework for Architecture Methodology 

Table 2. Usage of Architecture Methodologies for the Development of the 
Framework 

 
 

5. Results and Evaluation 

To evaluate the effectiveness of framework in terms of creating massive, scalable 

participatory and immersive experiences in live cultural events, we developed a prototype 

implementation of the components and performed experiments using this prototype. All 

data recorded from the runs of the application case studies described in Sections 5.1 to 5.3 

and in all experimentations scenarios by using audiences in the pervasive and ubiquitous 

service domain, directed through logical sensors and connected role cluster in different 

locations. The results demonstrate that we are capable of realizing collaborative 

experiences that are built on relevant existing and stored content. These experiences are 

enhanced through decisions that leverage context interoperability accuracy based 

clustering of objects, people and places engaged in performing art productions in 

suburban environments. 
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Figure 5. The Ontology Based Prototype as an Example 

To validate the framework, we defined an ontology shown in Figure 5. Each white 

ellipse is a sub context domain, while each arrow shows the entity properties for each 

entity. Entity property is the way to mark the relations among entities, where each entity 

can be regarded as a property for its peers. The blue ellipse describes the constructions for 

the message in each context domain. According to a case scenario abstracted from the 

system, Position, Trainee Status, Geo-information, situation-information and Actions are 

extracted out as the context domains, where each message can be marked with category 

under the construction format. A proof-of-concept prototype is written with Jess as shown 

in [27] which helps establish the entity proper-ties. An OWL/XML file is generated by a 

short Jess code, as illustrated in Figure 6. 
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<rdf:RDF xmlns="http://www.owl-ontologies.com/Ontology1410186992.owl#
xml:base="http://www.owl-ontologies.com/Ontology1410186992.owl"
<owl:Ontology rdf:about=""/>

<unnamed_class1 rdf:ID="Bob"/>
<Wapon rdf:ID="Bomb"/>
<Transportation_tool rdf:ID="Car"/>
<Theme rdf:ID="Disaster"/>
<Wapon rdf:ID="Gun"/>
<Virtual_Time rdf:ID="0:00"/>
<Virtual_Time rdf:ID="1:00"/>
<Virtual_Time rdf:ID="2:00"/>
<Virtual_Time rdf:ID="3:00"/>
<Verb_Dictionary rdf:ID="Kill"/>
<owl:Class rdf:ID="Object_Base"/>
<Verb_Dictionary rdf:ID="Rob"/>
<Theme rdf:ID="Romantic"/>
<unnamed_class1 rdf:ID="Sam"/>
<owl:Class rdf:ID="Theme"/>
<owl:Class rdf:ID="Trainee"/>
<owl:Class rdf:ID="Transportation_tool">

<rdfs:subClassOf rdf:resource="#Object_Base"/>
</owl:Class>
<Transportation_tool rdf:ID="Truck"/>
<owl:Class rdf:ID="unnamed_class1">

<rdfs:subClassOf rdf:resource="#Trainee"/>
</owl:Class>
<owl:Class rdf:ID="unnamed_class2">

<rdfs:subClassOf rdf:resource="#Trainee"/>
</owl:Class>
<owl:Class rdf:ID="Verb_Dictionary"/>
<owl:Class rdf:ID="Virtual_Actor"/>
<owl:Class rdf:ID="Virtual_location"/>
<owl:Class rdf:ID="Virtual_Time"/>
<owl:Class rdf:ID="Wapon">

<rdfs:subClassOf rdf:resource="#Object_Base"/>
</owl:Class>

</rdf:RDF>
 

Figure 6. The OWL/XML File Generated Depicting the Context 

 

5.1. Case Study1 

The training framework will use the components mentioned in Sections 2 and 3 to 

facilitate educational scenarios that may look like the example shown in Figures below.  

The possible training scenarios cover a wide variety of domains, but which may be 

illustrated like the example shown in Figure 7 below where a single learner is training 

interviewing skills for encountering a refugee. 

Figure 7 show one learner who is interfacing with a single virtual actor via speech, 

keyboard input and while the system is monitoring the users emotion-al and physical 

reactions. The training model is constantly analyzing the user data and automatically 

(and/or via a scripted flow), reacts to the user input and monitored data to create output 

like dialogue in natural language, gaze postures, background and feedback to the learner. 
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Figure 7. Learner Interfacing 

5.2. Case Study 2 

However, also more complex scenarios can be supported, like when a group of 

physically distributed learners are training to work as a team to interact with a multitude 

of persons like as shown in Figure 8 below. 

 

 

Figure 8. Physically Distributed Learners 

Three physically distributed learners are interfacing with a number of virtual actors on 

a virtual scene. Also user inputs like speech, gaze, facial expressions etc. are monitored, 

analyzed and used to create the output to the virtual scene. The distributed learners also 

interact with each other and train to collaborate on complex tasks. 

In this way, the new training concept can be applied to a vast number of skills 

acquisition scenarios where a combination of factual domain knowledge and results from 

human-human encounters are needed to solve complex problems and make correct 

decisions, in time and resource restricted situations. 
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5.3. Case Study 3: Exploring Augmented Reality & Contextual Computing 

Contextual computing especially with Google Glass, which knows where you are, what 

you're doing, what you like, pretty much everything about you is about understanding 

consumers and providing the information or the ability to do something when they need it. 

Context-aware applications development with Google Glass are in rampage, which is a 

big contextual play. This innovative technology provides the combination of augmented 

reality and a wear-able device for a new way to capture and interact with context 

information.  We explore the previous case study via exploring Google Glass technology 

as shown in Figure 9 for Virtual Humans and dynamic scene by first capture and explore 

context sensing diversity by the deployment model shown in Figure 3 with a flow sensor 

network deployment [28] for con-textual detection. We show that context sensing 

capabilities greatly differ among flow sensors in a real deployment and identify when 

flow sensor collaboration is needed. When collaboration is needed, we show that arbitrary 

typically sensor collaboration often fails to meet user accuracy requirements, not to 

mention a joint consideration of accuracy. 

 

 

Figure 9. Using Google Glass for Virtual Humans & Dynamic Scene 

We explore different machine learning techniques for on-demand collaboration and 

identify one appropriate for contextual computationally constrained flow sensor networks. 

These results provide key insights into protocol design for collaborative flow sensing. 

This case study provides an extension of the framework that will be able to lead to further 

growing of the framework in case of reality mixer. The platform combines future Internet 

technology with augmented reality, further the platform will focus on bringing the gaming 

experience out of the living room to the world around users by interconnecting the crowd-

sensing [29] with other part of platform make an immersive platform. The extended 

framework will be able to make possible the intersection of ubiquitous connectivity, 

networked media and distributed sensor networks to share data and use services as mobile 

sensor-based service [30]. 

 

5.3.1. The Concept of Serious Gaming Technologies as Context-Aware Computing 

System 

Context-aware computing systems aim to proactively help users by automatically 

sensing the context and adapting system behaviour to address users’ needs and 
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expectations. The context can comprise personal factors such as physical activity, social 

interactions, and the psychophysiological or affective state as well as environmental 

factors such as location and the surrounding infrastructure. We will try to make the 

concept to be simple, by following a seven-step process which shown in Figure 10. 

Understanding the context (Attention), concept formation (Defining learning 

objectives), Reasoning (structuring the Experience), Intention (identifying Resources), 

Memory, Applying Gamification elements (such as Learning and Decision Making).   

 

 

Figure 10. Context-Aware Computing in Serious Gaming Technologies 

A key factor that determines the success of a training program, is a good un-der-

standing (Attention) of who the trainee is. This combined with context which the 

program is being delivered, will help in designing a program that empowers the trainee to 

achieve the objective of the program. 

While an analysis of the target context via Google Glass will help determine factors 

like diversity of context information for a propose group, learning abilities, current skill-

set, etc., analyzing the context can provide with details of the trainee group size, 

environment, sequencing of skills, and the time frame. 

Concept formation: Specific Learning Goals which could include the trainee 

understanding a concept, being able to perform a task after the training, or completing the 

learning program.  

Reasoning (structuring the Experience): Stages and milestones are powerful tools that 

enable trainer to sequence knowledge and quantify what the trainee need to learn and 

achieve by the end of each stage or milestone. 

Intention (identifying Resources):  Once the stages have been identified, the trainer 

can more easily judge which stages, can be gamified, and how. Questions an instructor 

should think about while considering gamification. 

Applying Gamification elements (Memory, Learning and Decision Making): The 

gamification process in training comes down to the elements that are applied to the 

training program. Game mechanics can be classified as self-elements (competing with 

themselves and recognizing self-achievement) or social-elements (interactive competition 

or cooperation).  In both game mechanics using a crowd-sensing platform via Google 

Glass to improve the identification of things which allow us to discover these, such as 

new building or event is then receiving its information from various sources even sharing 

the similarity of the context information. 

The extended framework adds a distributed infrastructure with a distributed global 

collection of naming, localization, representation local & global and 3D organization in 

order to achieve fully immersive experience in real-time. 
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Several challenges exist in providing confident immersive experience in real-time by 

flow sensing through exploitation of Google Glass technology and sensing diversity: 

Learning flow Sensing Diversity, Machine learning techniques many of which can be 

utilized to learn the activity discovery and activity-aware application will be designed for 

trainee to identify when an individual performs an activity as a function of learning. 

On-demand flow sensor collaboration, We derive the guidelines for when flow sensor 

collaboration is needed and when it is not. 

Distributed and online diversity exploitation for Augmented Reality Tracking & 

Reality Mixer make correlation among objects in the framework and the objects or 

sensing events obtained by means of external real-world sensing e.g., via a Google glass.  

Improve the identification of things by means of crowd-sensing mechanisms e.g., via a 

crowd-sensing centred application. This application is based on MediaSense which is an 

open-source platform offering scalable, seamless and real-time access among a global 

collection of entities (artefacts, people, places, information objects) via a heterogeneous 

network infrastructure [1]. This constitutes an Internet of Things services infrastructure 

negotiating a heterogeneous infrastructure of local gateways, mobile and fixed access 

networks. Mediasense which allow us to discover these, e.g., a new building is then 

receiving its information from various sources (people, etc., contribute to this.). Co-

visualize the context information of entities with the very same entities in real-time as the 

information changes. Immersive environment tracking in terms of correlation of different 

sources of position and locality from Google glass, smartphones, mobile positioning 

systems, WLAN.  

 

6. Conclusions 

This publication presented Immersive Networking (IN) as a novel frame-work for 

connecting people and places and things in virtual environments with augmented reality. 

IN has capabilities beyond those in existing frame-works such as MPEG-V to support the 

integrating with entities in the real world via heterogeneous infrastructure through 

distributed control. The MPEG-V framework [1] deals only with virtual world object 

characteristics (metadata) shared by both virtual agents and generic virtual objects. In 

contrast, underpinning IN as a novel framework, MediaSense [1] constitutes a scalable 

self-organizing means for connecting people and places and things in virtual 

environments with augmented reality. As a result IN enables seamless experiences in 

virtual environment through self-organization of connectivity between people, places and 

things on top of heterogeneous 5G and Internet-of-Things infrastructures.  

A second important aspect of the quality of our experience is the immediacy of 

responses. IN supported by MediaSense enables seamless and self-organizing connections 

between entities to push control to the end-devices co-located with the entities 

themselves. These end-devices may incorporate sens-ing gateways and interaction 

devices, which include both local and non-local information from the virtual environment 

in the interaction. The IN frame-work allows delegation of control to end-devices though 

functionality in MediaSense for the organizing or relations and clustering by relevance. 

This capability is particularly important as the projected number of devices and sensors to 

be connected via the Internet-of-Things is projected to be in the order of 50 billion by 

2020. MediaSense moves control to the edge enabling immediacy in experiences based on 

seamless self-organization through clustering of entities in relations organized by 

relevance.  

Further, we presented a concrete architecture as an instantiation of the IN framework 

for the design of augmented reality experiences for human en-counters in virtual 

environments integrated with real-world objects. In comparison to related work, the 

architecture is context-based to drive adaptive behaviour of functional units in design-

time and run-time support. The con-text-driven approach based on a diverse context 
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information model puts objects (be it people, places or things) in the adaptive loop of the 

architecture. Through the distributed context sharing, the control is moved to the objects 

themselves. 

We conclude by validating our approach in several scenarios evaluating the relevance 

and application in human decision-making. 
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