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Abstract 

This research work proposes a Weighted Least Square Twin Support Vector Machine 

(WLSTSVM) for imbalanced dataset. Real world data are imbalanced in nature due to which 

most of the classification techniques do not work well. In Imbalanced data, there is a huge 

difference between the numbers of data samples of classes. One class data samples are larger 

as compared to other class data samples.  This paper discusses the traditional methods of 

handling imbalanced data and proposes an improvement over Least Square Twin Support 

Vector Machine. This research work has performed experiment on five benchmark UCI 

datasets using 10-fold cross validation method. The results of experiment show that the 

proposed technique performed well for imbalanced dataset and its accuracy is better as 

compared to other existing methods. This research work presents the formulation of proposed 

approach for both linear and non-linear data samples. 

 

Keywords: Weighted Least Square Twin Support Vector Machine, Twin Support Vector 

Machine, Support Vector Machine, Imbalanced data 

 

1. Introduction 

Dataset are said to be imbalanced if the data samples belonging to one class outnumbers 

the data samples belonging to the other class i.e., one class has lesser number of data samples 

as compared to the other class. In this paper, the class with more and less number of data 

samples is referred as ‘majority’ and ‘minority’ class respectively.  In many real world 

applications, for example disease detection, fraudulent telephone calls and image and text 

classification, samples of different classes may be distributed non-uniformly to the classes. 

Over the years, the imbalanced dataset problem has been noticed frequently and has become a 

prime concern because the performance of algorithms significantly degrades due to it. So, to 

enhance classifier's performance, it is necessary to handle the imbalanced dataset problem. 

There are mainly two approaches to deal with this issues- either adjusting the distribution of 

data or adjusting the classifier to adapt them to imbalanced dataset. The simplest method to 

handle data imbalance problem is to balance the dataset. There exist two methods for 

balancing the dataset: under-sampling and over-sampling. Under-sampling method reduces 

the data samples of majority class to balance it with the data samples of minority class. This 

method is simple but it loses the information of a class with more data samples [1-5]. While 

the over-sampling method duplicates or increases the number of data samples of class with 

less data samples till both classes have same number of data samples. Experimental analysis 

highlights the better performance of under-sampling method as compared to over-sampling 

method. The reason behind this is in over-sampling method there is no loss of information of 

majority class but unnatural bias is generated in support of minority class [4]. The second 

method to deal with class imbalanced is to adjust the classifier which is more appropriate than 
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balancing the dataset. Assigning different cost to training samples seems to be an efficient 

approach where data samples could be assigned with different costs [6-10]. Various 

approaches are given by researchers to deal with data imbalanced problem [11-15]. Akbani et 

al. have applied Support Vector Machine (SVM) to handle this issue [11]. This research work 

proposed a new approach which was the combination of SMOTE with different error costs to 

imbalanced dataset. Batista et al. have performed an analysis of the behavior of several 

methods which are used to balance the machine learning training data [12]. Different 

ensemble approaches such as boosting SVM and random forest are also suggested by 

researchers to deal with class imbalance problem [13-15]. Several weighted approaches to 

handle the class imbalanced problem are proposed by many researchers [16-19]. Yang et al. 

and Suykens proposed a weighted SVM and LSSVM approach respectively [16, 17]. Fung et 

al. introduced weight factor in the formulation of proximal SVM to deal with imbalanced data 

samples for multiclass problem [18]. Weighted approach for Least Square Twin Support 

Vector Machine also proposed by Chen et al.[19]. All these research have found that 

classification approach based on weighted approach improves the prediction performance of a 

classifier. It is also found that modified SVM has great capability to solve the class imbalance 

problem and has great predictive capability as compared to other existing methods. Vapnik et 

al. proposed SVM in 1990s which is based on the statistical learning theory and follows 

Structural Risk Minimization principle (SRM) [20, 21]. SVM works well for both binary as 

well multi class problems [22-24]. It separates the data points of different classes by 

constructing hyper-planes that maximizes the separation between them. If the data are non-

linearly separable then SVM maps the data points in high dimensional space using kernel 

function. In high dimension space, it constructs kernel surfaces to separate data points [25]. 

Thus in this way it is suitable for both linearly separable and non-linearly separable data 

points. As compared to other machine learning approaches, SVM has several advantages. 

Firstly, for data classification it obtains unique global solution rather than local. Secondly, it 

maximizes the generalization capability by minimizing the training error of data samples. 

Thus along with these advantages, researchers face various challenges with SVM. One 

challenge with SVM is its complexity because Quadratic Programming Problem (QPP) is 

difficult to solve.  If ‘l’ indicates the size of training data samples then its computational 

complexity is O(l
3
), which is very expensive. Jayadeva et al. proposed a novel Twin Support 

Vector Machine, a solution of binary classification to enhance the computational speed [26, 

27]. Rather than solving one complex QPP, TSVM solves two smaller QPPs and determines 

two non-parallel hyper-planes. The size of quadratic problem in TSVM is (l/2) and its 

computational complexity is O (   ⁄   ). So, TSVM reduces the computational complexity by 

the factor of 4 i.e., it is 4 times faster than to traditional SVM [26-28]. 

Least Square Twin Support Vector Machine (LSTSVM), proposed by Kumar et al., has 

some enhanced features such as better generalization capability and lesser computational time 

as compared to standard TSVM [29]. LSTSVM associated with additional weight parameters 

is introduced in this research work which indicates significant improvement in the 

performance of minority class without having any influence on the classification of majority 

class. This research paper proposed a Weighted LSTSVM (WLSTSVM) approach to handle 

imbalance data problem of binary class by assigning distinct weight to training samples. The 

experiment has been performed on five benchmark UCI datasets using 10-fold cross 

validation method.   

The paper is organized in 5 sections. The Section 2 briefly explains the formulation of 

Least Square Twin Support Vector Machine. In Section 3, the proposed approach to handle 

class imbalance problem is discussed. The results of experiment on five real datasets from 
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UCI and performance estimators of proposed approach are discussed in Section 4 and finally 

the Section 5 contains the conclusion of this research work.  

 

2. Least Square Twin Support Vector Machine 
 

2.1. For Linearly Separable Data 

Least Square TSVM (LSTSVM) was proposed by Kumar et al. to speed up the 

classification process [29]. It solves two linear equations rather than two complex 

quadratic programming problems. LSTSVM is faster than TSVM and has better 

generalization capability. Consider ‘m’ data points belong to positive class and ‘n’ data 

points belong to negative class. R represents training sample of ‘k’ dimension. Let 

         is a matrix that represents the instances of positive class and          is 

a matrix that represents the instances of negative class [28]. Two non-parallel hyper-

planes in    are given below: 

                                                       +      and                +                               (1) 

The primal problem of LS-TSVM is as follows: 
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and     are slack variable whereas e1  and e2 are the two vectors having all 

values as 1s with suitable dimensions. ‘c1’ and ‘c2’ are penalty parameters. Lagrangian 

of the above equation is given as: 
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Where                     are the vectors of Lagrangian multiplier. KKT condition 

of above equation: 
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Equation 6 and 7 when combined gives the following equation: 
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Let H= [       ]     and G=[       ]  . Using equation 8, 9 and 10 the following values 

are obtained: 
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After solving above two equations, we obtain weights and biases for the calculation 

of two non-parallel hyper-planes by using equation 1 and assign new data into a class as 

follows: 
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2.2. For non-linear separable Data 

LSTSVM is also useful for the classification of non-linearly separable data samples. 

Kernel functions such as Polynomial, Gaussian etc. are used for this purpose. LSTSVM 

for non-linear data samples is obtained as follows: 
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where D=[      ]
 . After substituting P= [  (    

 )    ]  , Q=  [  (    
 )    ] , We can 

further achieve : 
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Following are the kernel generated surfaces instead of planes:  

                                          K(     )              K(     )                 (18)                                  

 

After solving equation 16 and 17, the value of                 are obtained and 

further used to generate kernel generated surfaces. The new data point assigned to a 

particular class is evaluated as follows: 

                                                            
|       |

‖  ‖
                                   (19) 
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For every data point its distance from kernel surfaces is calculated and respectively 

assigned to a class having lesser distance.           are the vectors in the input space 

and Gaussian  and Polynomial kernel functions are represented as:  

                                                                =       
‖     ‖

 

                               (20) 

                            Polynomial Kernel Function   (     )       
    

                 (21) 

 

Above stated equations are used to develop a LSTSVM classifier  model.  

 

3. Weighted Least Square Twin Support Vector Machine 

In this research, the classifier adjustment for solving the class imbalance problem has been 

focused and performed by using WLSTSVM in which different weights are assigned to 

different data samples. Therefore, suitable weight selection is an important issue in proposed 

approach. Appropriate weight selection has to satisfy following two conditions: 

a) The higher weight is assigned to the data samples of minority class while the majority 

class data samples receive lower weight. 

b) Weight should lie within 0 to 1 range i.e., 0<weight≤1 so that WLSTSVM could be 

trained with significant convergence. 

The proposed approach assigns a weight to majority and minority class according to their 

size. Let         and          indicate the number of data samples of class 1 and class 2 

respectively. For this purpose, following weighted formula is used to deal with imbalanced 

class problem:  

For Class 1:               if (                )    Weight= 1                                     

                                    else                Weight=                     

For Class 2:              if(                ) Weight=                                                  

                                      else                 Weight=                                                            (22) 

 

3.1. For Linearly Separable Data 

Let X1 and X2 are two matrices representing the data samples of positive and negative 

classes respectively. R is the real space of ‘n’ dimension and V indicates the diagonal matrix 

containing weight for each data sample which is calculated by using equation 22. For linearly 

separable data points, the WLSTSVM is given below: 
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where c1 , c2 are known penalty factors whereas e1  and e2 are the two vectors having all 

values as 1's with suitable dimensions. Instances of positive/negative classes are indicated by 

m1 and m2 correspondingly. The lagrangian of equation (23) and (24) are given below: 
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Where                     are the vectors of Lagrangian multiplier. KKT condition of 

above equation: 
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Combining both the Langrangian equations ( 25 and 26), the following equation is 

obtained: 
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Let     [
  

  
]  ,  H= [       ] and G=[       ]                                                                    (32)     

Equation 29 can be rewritten as: 

                                                                                                                          (33) 

After solving above equation, we get: 

                                                                                                                         (34) 

Sometime it is not possible to calculate inverse, in that condition, 

                                                                                                                    (35) 

Where I is an identity matrix of suitable dimension and      After solving equation 29, 

30 and 33 we obtain: 
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Where Di is a diagonal matrix having equivalent weight    corresponding to data points of 

negative class. In same manner, 
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Where Dj is a diagonal matrix having equivalent weight    corresponding to data points of 

positive class. Equation 35 and 37 are used to determine two non-parallel hyper-planes:  

                                                                and                                          (39) 

The new data point assigned to a particular class is evaluated as follows: 

                                         Class i=    |       |                                                (40) 

For every data point its distance from hyper-planes is calculated and respectively assigned 

to a class having lesser distance 

Algorithm: 

Step 1. Define H and G matrix by equation 32. 

Step 2. Compute weight using equation 22. 

Step 3. c1 and c2 are selected on the basis of validation. 

Step 4. Determine Lagrangian parameters         using equation 36 and 38 and then 

calculate           using equation 34 and 37. 

Step 5. Determine two non-parallel line using equation 39. 

Step 6. Classify new patterns by using equation 40. 

 

3.2. For non-linear Separable Data 

WLSTSVM also provides solution for non-linearly separable data classification with the 

help of kernel function. Let K represents the kernel function; following are the equations of 

kernel generated surfaces: 

                               K(     )               K(     )                                    (41) 

WLSTSVM for non-linear data samples is obtained as follows: 
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After solving above equations, the value of                 are obtained which are further 

used to generate kernel surfaces and the classes are assigned to data samples by calculating 

their distances from kernel generated surfaces as follows: 

                                     Class i=    |              |                                         (48) 

 

For every data point its distance from kernel surfaces is calculated and respectively 

assigned to a class having lesser distance  

Algorithm: 

Step 1. Define matrix D.   

Step 2. Select kernel function for non-linear data samples. Define P and Q matrix. 

Step 3. Compute weight using equation 22. 

Step 4. c1 and c2 are  selected on the basis validation. 

Step 5. Determine Lagrangian parameters         using eq. 45 and 47 and then calculate 

          using eq. 44 and 46. 

Step 6. Determine two non-parallel kernel generated surfaces by using equation 41. 

Step 7. Classify new patterns by using equation 48. 

 

4. Results and Experiments 

The performance of different classifiers is evaluated using confusion matrix. 

Confusion Matrix stores the details of actual and predicted class (estimated by the 

classifier) in tabular form as shown in table 1. 

Table 1. Confusion Matrix 

Actual 
Class 

 

      Predicted Class 

Yes No 

Yes True Positive (TP) False Negative (FN) 

No False Positive (FP) True Negative (TN) 

 

This paper evaluates the performance of proposed methodology for class imbalance using 

accuracy, specificity, sensitivity and geometric mean. Accuracy of a classifier is estimated by 

the correct prediction made by the classifier in proportion to total number of prediction.   

                                          Accuracy= (TP+TN)/(TP+FP+FN+TN)                                                                             

Sensitivity of a classifier is evaluated by the percentage of positive values that are 

recognized accurately. It is also known as true positive rate and formulated as: 

                                            Sensitivity= TP/ (TP+FN)                                                   

Specificity of a classifier is estimated by the percentage of negative values that are 

recognized correctly by the classifier. It is also known as true negative rate and formulated as: 

                                             Specificity= TN/ (TN+FP)                                                                                            

In this research paper, we also used other parameters for performance measure that is 

Geometric Mean. Geometric Mean is calculated by the sensitivity and specificity and 

formulated as:  

                                            Geometric Mean=√                                                                                                                 
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Sensitivity and specificity varies for each classifier. If we evaluate the performance of a 

classifier using these two parameters, it does not make an even comparison. So, to make 

effective comparison we calculate the Geometric Mean for each classifier and then evaluate 

their performance [28]. This research work performed experiments on five benchmark UCI 

datasets using 10-fold cross validation. The detailed descriptions of dataset are given in 

following Table 2: 

Table 2. Details of Dataset used for Experiment 

Dataset Negative 
Sample 

Positive 
Sample 

No. of 
Features 

Pima Indian Diabetes 500 268 8 

Hepatitis 32 123 19 

Sonar 97 111 60 

Ionosphere 126 225 34 

Heart-Statlog 150 120 13 

 

All the above mentioned datasets are obtained from UCI Machine Learning Repository. 

Pima diabetes dataset contains 768 rows and 8 attributes among which 500 data samples are 

positive while remaining 268 data samples belong to negative class. PIMA Indian diabetes 

dataset is very popular dataset and suitable for testing of a prediction model. This dataset 

contains the information such as Glucose Level, Age, Body Mass Index, Blood Pressure etc. 

of pregnant women. This dataset is used to predict the gestational diabetes in pregnant 

woman. The size of Hepatitis dataset is 155 with 19 features among which 32 are negative 

data samples and 123 are positive data samples. Sonar dataset having 208 data samples with 

60 features. 97 samples are collected from rocks while 111 samples are obtained from mines. 

This dataset stores different signal patterns collected from mines and rocks using different 

aspect angles. Ionosphere dataset contains 351 data samples with 34 features. This is the radar 

data which was obtained using a system in Goose Bay, Labrador. There are two categories of 

radar signals –one is good radar signals indicating some type of ionosphere structure while 

another one is bad radar signals that do not represent any type of ionosphere structure. There 

are 270 data samples in Heart Statlog dataset which contains the information regarding 

presence and absence of heart disease. It is clear that above mentioned dataset are imbalanced 

in nature i.e., the number of data samples belonging to different classes are different which 

influences the experimental results. In order to handle this situation, this research work 

performed experiments on above mentioned five benchmark datasets [30]. Proposed method 

is implemented using matlab R2012a. The performance of the proposed approach is tested 

using 10-fold cross validation and is also compared with traditional SVM. Results of 

experiment indicate that the proposed method obtains better classification accuracy as 

compared to other existing methods as well as it also handles the situation of imbalance 

dataset effectively. Table 3 and 4 indicate the performance comparison of different classifiers 

using Gaussian and Polynomial Kernel function. Accuracy, sensitivity, specificity and 

geometric mean parameters are used to evaluate the performance of WLSTSVM with other 

three existing methods such as SVM, TSVM and LSTSVM. The result of proposed work is 

also compared with under-sampling method and analysis regarding the performance of 

classifier with imbalanced data has been compared.   
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Table 3. Performance Comparison of Different Classifiers using Gaussian 
Kernel Function 

Dataset Performance 
Measurement 
Parameters 

SVM TSVM Least 
Square 
TSVM 

Weighted 
LS-TSVM 

LS-TSVM after 
balancing data 
using Under 
Sampling 

Pima 
Indian 
Diabetes 

Accuracy 0.7589 0.7428 0.7761 0.7567 0.7431 

Sensitivity 0.5176 1.0000 0.8500 0.8709 0.8541 

Specificity 0.8875 0.2523 0.7103 0.6957 0.5432 

Geometric Mean 0.6778 0.5022 0.7770 0.7783 0.6811 

Hepatitis Accuracy 0.8213 0.8167 0.8428 0.8667 0.8333 

Sensitivity 0.8505 0.8495 0.8017 0.9167 1.0000 

Specificity 0.6729 0.6703 0.8723 0.6667 0.6667 

Geometric Mean 0.7565 0.7544 0.8362 0.8913 0.8165 

Sonar Accuracy 0.7626 0.7979 0.8304 0.8571 0.8421 

Sensitivity 0.6176 0.7626 0.8571 0.9091 0.7000 

Specificity 0.8875 0.8192 0.7879 0.8000 1.0000 

Geometric Mean 0.7403 0.7903 0.8217 0.8528 0.8367 

Ionospher
e 

Accuracy 0.8604 0.8803 0.8993 0.8824 0.8400 

Sensitivity 0.8823 0.7169 0.7495 0.7267 0.8333 

Specificity 0.7934 0.9827 0.9579 1.0000 0.8462 

Geometric Mean 0.8366 0.8393 0.8473 0.8524 0.8397 

Heart-
Statlog 

Accuracy 0.8407 0.8444 0.8543 0.8462 0.8479 

Sensitivity 0.8107 0.8681 0.8158 0.7673 0.7517 

Specificity 0.8685 0.8134 0.8936 0.9333 0.8693 

Geometric Mean 0.8391 0.8403 0.8538 0.8462 0.8083 

Table 4. Performance Comparison of Different Classifiers using Polynomial 
Kernel Function 

Dataset Performance 
Measurement 
Parameters 

SVM TSVM Least 
Square 
TSVM 

Weighted 
LS-TSVM 

LS_TSVM after 
balancing data 
using Under 
Sampling 

Pima Indian 
Diabetes 

Accuracy 0.7235 0.7559 0.7800 0.7693 0.7169 

Sensitivity 0.6471 0.7794 0.6333 0.7815 0.6031 

Specificity 0.8692 0.7196 1.0000 0.7174 0.8137 

Geometric Mean 0.7499 0.7489 0.7958 0.7487 0.7005 

Hepatitis Accuracy 0.8000 0.8079 0.8405 0.8561 0.8137 

Sensitivity 0.8505 0.7097 0.8065 0.8687 0.8419 

Specificity 0.6329 0.8567 0.8785 0.8234 0.6713 

Geometric Mean 0.7367 0.7797 0.8417 0.8457 0.7518 

Sonar Accuracy 0.7938 0.7963 0.8148 0.8519 0.8000 

Sensitivity 0.7603 0.7619 0.9048 1.0000 0.8000 

Specificity 0.8192 0.8182 0.7576 0.7000 0.8000 

Geometric Mean 0.7892 0.7895 0.8279 0.8367 0.8000 

Ionosphere Accuracy 0.8944 0.9061 0.9353 0.9417 0.8518 

Sensitivity 0.7182 0.7563 0.8571 0.8619 0.8137 

Specificity 1.0000 1.0000 0.9842 1.0000 0.8879 

Geometric Mean 0.8474 0.8696 0.9184 0.9283 0.8499 

Heart-statlog Accuracy 0.8214 0.8235 0.8313 0.8647 0.8333 

Sensitivity 0.9474 0.9079 0.9079 0.8553 0.9167 

Specificity 0.7021 0.7553 0.7766 0.8723 0.7500 

Geometric Mean 0.8156 0.8280 0.8396 0.8637 0.8292 
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From Table 3 and Table 4, it is clear that the proposed approach works well for imbalanced 

data. For Gaussian kernel function, the accuracy of WLSTSVM for Hepatitis and Sonar 

dataset is 86.67% and 85.71% which is better than other existing methods. For other datasets, 

the accuracy of proposed approach is also nearly comparable. While the Geometric Mean of 

the proposed approach is almost better for all datasets. The accuracy and geometric mean of 

WLSTSVM using Polynomial Kernel function are also better for Hepatitis, Sonar, Ionosphere 

and Heart-statlog dataset as compared to other existing methods. While for the Pima Indian 

Diabetes dataset, it is better than SVM, TSVM and under sampling approach. 

 

5. Conclusion 

Real world data are imbalanced in nature due to which most of the  classification 

techniques do not work well. This research work proposes a novel Weighted Least 

Square Twin Support Vector Machine for imbalanced data. For exhaustive verification 

of the obtained outcome, proposed approach has been tested for multiple imbalanced 

dataset using Polynomial and Gaussian kernel function. The experiment shows that the 

proposed techniques perform well for imbalanced datasets and also its accuracy and 

geometric mean is better as compared to other existing methods. The result of the  

proposed work is also compared with that of under-sampling method and it is found to 

be better. So, this method could suitably be utilized as a predictive model for the 

classification of real world data which are imbalanced in nature.  
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