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Abstract 
This paper concentrates on the issue of weather data mining. We propose a ARIMA 

algorithm based on Hadoop framework, and implement an effective weather data analyzing 
and forecasting system. We present the procedure to parallelize the ARIMA algorithm in the 
Hadoop environment, and construct a scalable, easy-to maintain, and effective weather 
forecasting system. Several experiments are conducted and results show that the proposed 
system is highly effective in terms of data storage, management, as well as query. 
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1. Introduction 

With the industrialization of the world, global warming and other climate issues become 
increasingly serious, abnormal weather is also emerging, these issues cause great economic 
and social losses to mankind, therefore human pay more and more attention to meteorology 
research. In recent years, experts and researchers conduct continuous research in the 
meteorological area and thus a large number of meteorological data are accumulated. Human 
summarize and acquire vast of meteorological forecasting knowledge through studying and 
summarizing experience from these documents. These forecasting knowledge do a great job 
in helping forecast and resistance of terrible weather. At the same time the computer 
technology develops contentiously. All these factors contribute to the informational 
construction of meteorological cause. The attainable meteorological data and the type of 
meteorological data are increasing contentiously. Meteorological sounding data are mainly 
gathered from surface meteorological observation stations and aerial observation stations, 
now there are more weather stations, the daily meteorological observation data which can be 
observed, acquired and processed are growing at an exponential speed [1]. Now these 
meteorological data are mainly stored in a message file or a database, and are mainly used for 
data analysis and the formation of weather forecasting, disaster forecasting and other 
information, providing decision support for other departments. Besides, meteorological data 
can also be saved as data, which can support related research in other areas. However, the 
storage cost of meteorological massive data is increasing and the effective management of 
these data becoming more important, which requires the computation and storage of data been 
properly utilized based on current available inexpensive computer cluster storage and 
computing environment to reduce cost, and effectively manage the current data, and can 
continuously accumulate and adapt to the storage of the increasingly more meteorological 
data [2]. 
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Prediction is one of the two basic goals of Data Mining. Data Mining is to dig out 
knowledge and rules, which are hidden and unknown, the user may be interested in or have 
potential value for decision-making, from the large amounts of data, these potential 
knowledge and rules can reveal the laws between data, we can take good advantage of these 
laws to predict, these methods are widely used in financial forecasting, commodity 
recommendation, market planning, etc. [3]. There are many kinds of technical methods of 
data mining, which mainly include: association rule mining algorithm, decision tree 
classification algorithm, clustering algorithm and time series mining algorithm, etc. [4]. Time 
series data mining is to extract information and knowledge from a lot of time series data, 
these information and knowledge are not known in advance for people but they are potentially 
useful and time-related, and for short-term, medium-term or long-term forecasts, guiding 
people's behavior such as society, economy, military and life[15]. In fact, almost all data in 
the meteorological field are time series data, and future meteorological data can be predicted 
better by means of the time series mining algorithm. The time series mining algorithm 
adopted in the article is ARIMA time series mining algorithm. The full name of the ARIMA 
(p,d,q) model is difference autoregression moving average model. The basic idea is that a 
group of orderly time series data formed over time is described by a corresponding 
mathematical model, and then future data are predicted according to the model and previous 
values and present values of the time series data [5]. 

How to fully and effectively store, manage and use these massive meteorological data, 
effectively discover and understand the law and knowledge in the data to contribute to 
weather forecasting has attracted more and more Data Mining researchers’ attention[6]. 
Combining with the characteristics of meteorological data, the article constructs the data 
mining platform based on the Hadoop framework, uses the time series mining algorithms for 
meteorological forecast and the forecast results are analyzed. 
 
2. Algorithm Design for the Forecast of ARIMA Model 
 
2.1. Algorithm Flow Chart 

The article uses ARIMA prediction algorithm for weather forecast, and as almost all data 
in the field of meteorology are time-series data, the future weather conditions can be better 
predicted by means of the time [7]. The basic idea of the algorithm is that a group of orderly 
time series data formed over time is described by a corresponding mathematical model, and 
then future data are predicted according to the model and previous values and present values 
of the time series data. The algorithm has nine steps which are data preprocessing, zero 
transformation processing, stationarity judgment, pattern recognition, parameter estimation, 
the final model, prediction results, reduction of data and final prediction results, the flow 
chart is as shown in Figure 1. 
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Figure 1. Algorithm Flow Chart of ARIMA Prediction Model 
 
2.2. Data Preprocessing 

The article has carried out simple preprocessing on data, part of the data in the database is 
"32744", "32700", "32766", "300 + XXX" and other forms, and these data in all of the 
meteorological data represent the elements of space, all trace elements, all elements of the 
missing data and so on. As these values differ greatly from the real measurement data, which 
has a significant impact on the subsequent forecast, data preprocessing is necessary. The data 
preprocessing method adopted in this paper is to use the average value of the previous value 
and the latter value when faces with those values.  
 
2.3. Zero Transform Processing 

Zero transform processing enables the average of the data sequence to be zero, namely 

[ ] [ ] ( )zero i src i E src= −  

, wherein 

1

1 n

t t
t

Ex x
n =

= ∑
 

2.4. Stability Judgment 

Stationary is the premise condition of ARIMA model, only a stationary time series can 
take the next step of models selection. Stationarity in general can be divided into strictly 
stationarity and wide sense stationarity. 

For the strict stationarity:  

the time series tX , 0, 1, 2,t = ± ±  , if for any integret n , any 1 2, , , nt t t T∈  , and 

1 2, , , nt t t Tε ε ε+ + + ∈ , the n-dimensional distribution functions are equal, namely: 

1 1 1 1( , , ; , , ) ( , , ; , , )n n n nF x x t t F x x t tε ε= + +     
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and then the time series is a strict stationary time series.    

Numerical characteristics of the strict stationary time series are as follows: 

•  The mean value function tEX µ= ,µ is a constant. 

•  The variance function [ ]( ) ( )XD t D X t=  is irrelevant to t and is a constant. 

•  The autocorrelation function 

( )1 2 2 1( , ) ( )X X Xt t t t kρ ρ ρ= − =  

is irrelevant to the starting point and only relevant to the time interval k . 

•  The autocovariance function 1 2( , )X t tν  is only relevant to the time interval and irrelevant 
to the starting point. 

For the wide sense stationarity: if the time series tX , 0, 1, 2,t = ± ± meets the following 
requirements: 

1. tEX µ=  (constant), 0, 1,k = ± ; 

2. t t kEX X + is irrelevant to t , 0, 1,k = ± ; 

and then the time series is a wide sense stationary time series. 

Numerical characteristics of the wide sense stationary time series are as follows: 

•  The autocorrelation function kρ ; 

•  2( )E X t < +∞  

•  the mean square error function 
22 ( ) ( )x t E X tψ = < +∞  

•  the variance function 

( ) ( )22( ) ( ) ( )x xD t D X t t EX tψ= = − < +∞    

Generally only wide sense stationarity is required. There are also a variety of Stationarity 
test methods, such as: observation, run method [16]. The article’s stationarity test method is 
the ADF test method of unit root test method.  
 
2.5. Pattern Recognition 

Pattern recognition is to determine the stationary sequence is suitable for which models of 
AR(p), ARMA(p, q), or MA(q) and preliminarily determine the model order, that the 
preliminary determination of p value, q value, or p and q value[8]. Its judgment is based on 
the sample mean, the autocorrelation coefficients and the partial autocorrelation coefficients 
of the stationary sequence. 

First calculate the autocorrelation coefficients { }kρ
∧

 and partial autocorrelation 

coefficients{ }kkϕ
∧

. Autocorrelation coefficient is calculated as: 
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Wherein n is the number of data sequence, k is the lag phase, Y is the average of the 
sequence. 

Autocorrelation coefficient represents the degree of correlation between the time series and 
its after lag time periods, and its range is 1 1kρ

∧

− ≤ ≤ , and the closer
kρ

∧  is to 1, the higher 
the degree of correlation is. 

Partial autocorrelation coefficient is conditional correlation between tY and t kY − when 
1 2 1, , ,t t t kY Y Y− − − + of the tY sequence are given. The formula is as follows: 
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Second, select the calculation model according to the truncation of the autocorrelation 
coefficient and partial autocorrelation coefficient of the sequence, and preliminarily 
determine the model order. 

1. For each q, calculate 
1 2, , ,q q q Mρ ρ ρ

∧ ∧ ∧

+ + + (M is taken as n  or 10
n , M is taken as n in 

this article), and investigate whether the number which meet 
2

1

1 1 2
q

k i
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ρ ρ
∧ ∧

=

≤ + ∑    

or 
2

1

2 1 2
q
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in

ρ ρ
∧ ∧

=

≤ + ∑    

(the article selected the latter) accounts for 95.5% of M. If the number accounts for 95.5% 
of M and if 01 k q≤ ≤ ,

kρ
∧  are significantly different from zero, and after

0qρ
∧  that 

0 0 01 2, , ,q q q Mρ ρ ρ
∧ ∧ ∧

+ + + are near zero, you can approximate { }kρ
∧

is the 0q steps is truncated, or for 
the tail, the model selected as MA (q), 0q  is initially identified model order. This article 
select the setting value = 2/sqrt (N) as 0q ,

kρ
∧  is k which is the first less than of the value 

(value = 2/sqrt (N)). 

2. For each p, or a sequence satisfy investigated whether the number which meet 
1

kk n
ϕ
∧

≤  or 2
kk n

ϕ
∧

≤  accounted for 95.5% of M, if satisfied, and approximate{ }kkϕ
∧

 is 0p  

steps truncated, or for the tail. At this time, the selection model is AR (p), and 0p is the 
initially determined order. 

3. If sequence { }kρ
∧

and { }kkϕ
∧

are not truncated, the selection model is ARMA (p, q). 

2

( ) ln( ) lnBIC k N k Nσ
∧

= +
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Finally, the model order, when the model selection has been completed, need to re-
determine the order of the model, namely, model checking, selected the final model order. 
Order determination methods used in this article have two kinds, AIC criterion and BIC 
criteria. 

1. Akaike’s information criterion 

Akaike’s information criterion is the minimum information standards, its function is: 
2

( , , ) ln( ) 2k
kAIC p q Nµ σ

∧

= +  

Among them ( 1)k p q= + + , kσ is residual, N is the sequence length; with the method of 
the Akaike’s information criterion set order for: 

0 1 ( )
( ) min ( )

k M N
AIC k AIC k

≤ ≤
=  

Select a different p and q, calculate the corresponding value of AIC, the minimum p, q 
values of AIC is the determined model order, along with the increase of p and q, in formula 
(1) the first term decreasing and the second term rising, the article selected Akaike’s 
information criterion is the AR (p) model and the ARMA (p, q) to make model order, wherein 
when the model is selected as the AR (p), where the upper limit of p is the initial order of 
model selection[9]. 

2. Bayesian Information Criterions 

Bayesian Information Criterions function is: 

Among them, kσ is the residual, k = p + q +1, similarly with the Akaike’s information 
criterion, the p, q is the determined order of the model when p、q is the minimum value of  
BIC.  
 
2.6. Parameter Estimation 

The method of parameter estimation adopted by the article is the least squares method, its 
fundamental principle is: 

When the sequence is represented as the following linear model: 

Among them, 1, , Ny y as the values to be predicted, 1, ,i inx x  as the known 
independent variables, 1, , nβ β as the parameters to be estimated, ie  is the residual which is 
uncorrelated and zero mean, this formula can also be written as: 

1 11 1 1 1
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If sum of squared errors is minimum , namely 

Based on moment N all the least squares for observation are: 

1 11 1 1
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2.7. Model and Forecast Evaluation Index 

1. According to the above method to determine the time-series analysis model , using the 
corresponding prediction algorithm to forecast and analyze, the predictive models are: 

• Autoregression(AR) model 

The expression of the AR model is: 1 1t t p t p ty y yφ φ ε− −= + + +   

Wherein 1, , pφ φ  are parameters to be estimated, tε  s error or white noise. ty is a 
predicted value,  and 1t t py y− −  is a detected value. Predicted values in a coming period of 
time can be calculated by means of the recursion operation. The model does not include a 
moving average part. 

• Moving average (MA) model 

The expression of the MR model is: 

1 1t t t q t qy ε θ ε θ ε− −= − −  

The MA model does not include an autoregression part. 

• Autoregression moving average (ARMA) model 

The expression of the ARMA model is: 

1 1 1 1t t p t p t t q t qy y yφ φ ε θ ε θ ε− − − −= + + + − −  

2. Evaluation index of the predicted results 

This article uses the mean absolute percentage error (Mean Abs. Percent Error MAPE) and 
mean absolute error (Mean Absolute Error MAE) as the evaluation index. 

Mean Abs. Percent Error MAPE is  

1

1 n
t t

t t

y yMAPE
n y

∧

=

−
= ∑  

Mean absolute error is: 

1

1 n

t t
t

MAE y y
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Among them, ty as the actual value, 
ty
∧ as the predicted value, n is the sequence length.  

 
2.8. Hadoop-based ARIMA Algorithm 

Currently, the meteorological observation data faces many problems in the field of data 
storage and data management, main problems are: the growth rate of the volume of data and 
the type of data attributes is high, data response speed is required to be high, data are required 
to have good stability and high safety, and be easy to use and easy to maintain. To solve the 
above problems, this article constructs a meteorological data storage and mining platform 
based on the Hadoop framework, and implements the ARIMA model prediction algorithm. 
Hadoop is an open source software platform of Apache, large volumes of data can be stored 
and managed in the platform, also it is relatively easy to write and run applications for 
massive data processing. An HDFS which is short for Hadoop Distributed File System is 
realized.  The HDFS is good in fault-tolerant property and is designed to be arranged on low-
cost hardware. The HDFS is of a Master / Slave structure and comprises a NameNode and a 
plurality of DataNodes, wherein the NameNode is responsible for management of metadata, 
file blocks and namespace of the HDFS. It monitors request, processes request and heartbeat 
detection The NameNode is the master server, and the DataNodes are responsible for 
practical storage and management of data [10]. 

The core idea of Hadoop framework is Map/Reduce, wherein the Map/Reduce is a 
programming model that can be used for calculation of mass data, and is a fast and efficient 
task scheduling model, it will divide a large task into many subtasks of fine-grained, these 
subtasks can be dispatched among spare processing nodes with higher processing speed, so as 
to handle more tasks. Thus, slow processing nodes are avoided to shorten the time of the 
completion of the whole task [11]. 

Correlation technologies of Hadoop comprise of Hadoop Database (HBase), Hive and 
Sqoop. HBase is a distributed storage system which is highly reliable, effective in 
performance, column-oriented and flexible. A large-scale structured storage cluster can be 
constructed on a low-cost PC Server by means of the HBase technology. Hive is a data 
warehouse tool based on Hadoop, and is capable of mapping structured data files onto a data 
base chart, providing a complete sql inquiry function, and converting sql statements to 
Map/Reduce tasks for operation [12]. Sqoop is a tool used for transferring data between 
Hadoop and data in a relational database, and is capable of importing the data in a relational 
database such as MySQL, Oracle and Postgres to the HDFS of the Hadoop and importing the 
data of the HDFS to the relational database [13]. 
 
3. Experiment Design and Result Analysis 
 
3.1. The Weather Forecasting Platform 

Based on the above analysis and design, the overall functional structure weather 
forecasting system based on the Hadoop Framework can be designed as five parts which are 
data acquisition module, results display module, query analysis module, storage module and 
data migration[17], as shown in Figure 2. 
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Figure 2. The Whole Function Structure Diagram of Weather Forecast 
System 

3.1.1. Data Acquisition Module provides visual Server Application Programming Interface of 
data distribution and data reception. Meteorological data can be published manually, data can 
be acquired with access of meteorological data acquisition equipment, the small received data 
are first stored in an Oracle database, when small data are accumulated to a certain number, 
the small data will be transferred into the storage module, transferred data will be 
automatically deleted. 
3.1.2. Storage Module is responsible for data storage of Metadata and entity data, and 
provides data backup. Hbase is storage database of entity data and the metadata, HDFS is 
underlying storage container, HDFS is not limited by data type and can be any type of data. 
Small data in the data acquisition module accumulated to a certain amount will be deposited 
in the storage module Hbase on a regular basis. 
 
3.1.3. Query Analysis Module includes two parts of the truthful data reading and the 
establishment of forecast data. The truthful data reading is achieved mainly by Hive which is 
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a data warehouse tool. The Hive supports the SQL-statement and enables query to be easy. 
Hbase does not support the SQL-statement, developers are required to learn Hbase-supported 
languages specially in the development process, which is very inconvenient. Hive also offers 
external data query management API (Server Application Programming Interface), Hive can 
automatically compile SQL-statement which is submitted by the user into Map/Reduce form 
to execute, Map/Reduce is suitable for large data processing, can significantly improve the 
response speed, and return query results [14]. Establish forecast data is prediction function of 
future data, the function is realized through ARIMA algorithm , The data of past few years 
are used to make predictions about data in the coming 15 days, the prediction results are 
stored in forecasted statement of Oracle database of acquisition module, and users are enabled 
to enquire about the weather forecast easily. 
3.1.4. Results display Module. For ordinary users results which are returned from the query 
analysis module will be displayed in this module in a visualized mode; For administrators it 
not only can display the query results but also can display a distributed file system structure, 
some management operations can be conducted to file system structure, and can manage 
database tables. 
 
3.1.5. Data Migration Module. This module is used for transferring data from the Oracle 
database to HBase database through Sqoop, the execution is self-timing.  
 
3.2. The Establishment of a Data Set 

Experimental data is ground meteorological data which include eight properties, namely 
site, date, daily mean temperature, daily mean humidity, daily mean vapor pressure, daily 
atmospheric pressure, daily maximum temperature and daily minimum temperature, as shown 
in Table 1. 

Table 1. Hbase Database Table 

Row key Time-
stamp 

Column Family 
temperature pressure humity 

attribute T AT MAXT MINT AVP AP AH 

In the Table I, AT as avg_temperature (average temperature), MAXT as max_temperature 
(maximum temperature), MINT as min_temperature (minimum temperature), AVP as 
avg_water_vapor_pressure (average vapor pressure), AP as atmospheric_pressure 
(atmospheric pressure), AH is avg_humity (average humidity). Attribute as a database table 
Rowkey, Timestamp is automatically assigned when there are written in Hbase Hbase. 
Temperature, pressure, humity are clusters of three columns. Under each column cluster also 
includes several columns, temperature include three columns, AT, MAXT, MINT. Pressure 
include two columns AVP, AP. humity only include the AH. 
 
3.2. Experiment Design and Result Analysis 

This article adopts daily mean water pressure and daily mean humidity data of a station 
over the past 10 years to conduct the forecasting experiment and predict the data of the 
coming 15days, and uses the above weather forecasting system which enables the ARIMA 
model prediction algorithm to be realized to make predictions. After each step of ARIMA 
model prediction algorithm, the final model of the daily mean vapor pressure is ARIMA (2, 1, 
2), and the final model of daily mean humidity is ARIMA(4, 0, 3). These two models are used 

javascript:showjdsw('showjd_0','j_0')
javascript:showjdsw('showjd_0','j_0')
javascript:showjdsw('showjd_0','j_0')


International Journal of Database Theory and Application 

Vol.6, No.5 (2013) 

 

 

Copyright ⓒ 2013 SERSC   129 

to predict daily mean vapor pressure and daily mean humidity of the coming 15days, the 
comparison between predicted results and real data is shown in Figure 3 and Figure 4. 

 
Figure 3. Comparison Chart of Daily Average Relative Humidity 

 
Figure 4. Comparison Chart of Water Vapor Pressure 

Intuitive analysis of experimental results shows that with the increase of the prediction step 
length of the two sequences the predicted effect is getting worse. This article selects mean 
absolute percentage error (Mean Abs. Percent Error MAPE) and mean absolute error (Mean 
Absolute Error MAE) as evaluation indexes for accurate analysis, the results are shown in 
Table 2, Table 3. 

Table 2. Error Analysis Table of Daily Average Relative Humidity 

STEP MAE MAPE 
1 2.60 0.041 
2 1.75 0.027 
3 2.00 0.031 
4 3.60 0.058 
5 3.50 0.056 
6 4.05 0.063 
7 4.40 0.068 
8 4.00 0.062 
9 3.96 0.062 
10 4.29 0.069 
11 3.87 0.068 
12 4.00 0.070 
13 4.03 0.066 
14 4.41 0.072 
15 4.60 0.075 
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Table 3. Error Analysis Table of Daily Average Water Vapor Pressure 
STEP MAE MAPE 
1 0.30 0.050 
2 0.40 0.067 
3 0.77 0.107 
4 0.85 0.119 
5 0.98 0.146 
6 1.03 0.157 
7 1.17 0.176 
8 1.19 0.181 
9 1.28 0.193 
10 1.24 0.188 
11 1.14 0.173 
12 1.25 0.211 
13 1.30 0.243 
14 1.23 0.233 
15 1.21 0.228 

As shown in the MAPE column, the error of daily average relative humidity does not 
exceed 10%, the effect is good and the daily average vapor pressure prediction is poor. Start 
from twelfth step of prediction, the error exceeds 20%, but overall does not exceed 25%. As 
shown in the MAE column and MAPE column, as the prediction step increases, basically, the 
prediction error of daily average relative humidity and the prediction error of daily average 
vapor pressure are both on the rise, which indicates that there are some bugs in the prediction 
algorithm and multi-step prediction model and further improvement is needed.  
 
4. Conclusions 

This paper designs the Meteorological data storage and mining platform based on the 
Hadoop-based ARIMA algorithm. The platform is based on the distributed file system HDFS, 
and conbine the distributed database HBase, the data warehouse management tool Hive, the 
distributed databases, the relational database data migration tool Sqoop and other tools. The 
data mining prediction algorithm-ARIMA time series prediction algorithm is also integrated 
into the system. The platform has the ability of mass storage of meteorological data, efficient 
query and analysis, weather forecasting and other functions.  
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