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## Methods

### Data source and diagnostics

The density distribution of the median and mean gene expression values were plotted (Fig A panel A in S1 file). The density plot of the median values was divided into three roughly equal parts by categorizing the genes into groups with: genes with High (H), Medium (M) and Low (L) expression. The preferential inclusion of genes in the gene co-expression network (GCN) was checked after reconstruction with the Pearson and Spearman correlation coefficients. All the three groups were well-represented in the network (in the order M$\gg $L>H groups), irrespective of the Pearson or Spearman correlation coefficient threshold. Using $r=0.90$ results in a network with group sectors of M$≈$60% and H$≈$6%. The genes in group H, M and L were combined pair-wise and density plots were made for the median expression values. The density distribution of the combined classes was similar; hence, no preferential representation of genes from the different groups. Overall, the corresponding density plots had similar distributions (Fig A panel B in S1 file); therefore, using the Pearson or Spearman correlation coefficient should yield co-expression networks with similar structural properties.

### GeneNet

GeneNet is based on Graphical Gaussian Models in which partial correlation coefficients are estimated using dynamic shrinkage [1,2]. GeneNet requires less tuning of parameters especially for the probability that an edge exists between nodes. Setting a high partial correlation coefficient threshold ($ω\geq 0.80$) enables the removal of spurious edges from the adjacency matrix. This stringent criterion ensures a low false discovery rate ($<$0.20) [3]. Overall, GeneNet generated the least modular networks (Figs 2E and 3B).

### Power-law distribution (PLD)

It might be unrealistic to consider most nodes as highly or sparsely inter-connected since module size, module composition and network topology vary with the measure of association cut-off. We tested $0.8\leq r\leq 0.95$ for the Pearson correlation coefficient and Spearman correlation coefficient based networks. For $n\_{g}>1000$ (Fig E in S1 file), $n\_{e}$ increases exponentially while $r\geq 0.97$ results in about the same number of genes and edges (for $n\_{g}≈n\_{e}<100$). This leaves about $5\%$ of the initial 2310 genes in the association network. A fully connected network with $n\_{g}$ genes has $n\_{e,max}=n\_{g}{\left(n\_{g}-1\right)}/{2}$ edges and network density of $ND={n\_{e}}/{n\_{e,max}}$. The *L. lactis* MG1363 GCN from $r\geq 0.97$ had $ND\*100≈1.87e-3\ll 1\%$. Generally, networks are sparse if $ND\*100\ll 1\%$.

### Truncated power-law distribution (TPLD)

The TPLD is commonly used to describe the degree distribution of biological networks [4,5] and can be considered as a PLD with a sharp drop-off towards higher degree nodes. It has the form:

$P\left(k\right)=βk^{-γ}exp\left(-αk\right)$ (A1)

$β$ and $α$ are constants and $γ$ is the power law exponent, $k\_{i}=∑\_{j}a\_{ij}$ is the total number of edges from node $i$. Then the probability that node $i$ has $k\_{i}$ edges is $P\left(k\right):=P(k\_{i})=k\_{i}/\sum\_{j}^{}k\_{j}$ (which is the proportion of nodes with degree $k$).

### Exponential truncated power-law distribution (ETPLD)

The model is:

$P\left(k\right)=\left\{\begin{matrix}β\_{1}k^{-γ\_{1}}exp\left(-αk\right), for k<k\_{crit}\\β\_{2}k^{-γ\_{2}}, for k>k\_{crit}\end{matrix}\right.$ (A2)

$k\_{crit}≔1/α$ is the critical network degree, $γ\_{1}$ and $γ\_{2}$ are scale property indicators.

### Network structural properties

To assess the *L. lactis* MG1363 network quality, we used the following measures:

1. **Diameter:**$D\_{ij}=max\{d\_{ij}|i,j\in N$}, $N$ represents all nodes in a network. The diameter measures the largest distance between any two nodes in a network.
2. **Clustering coefficient (transitivity):** given by $C\_{i}=2a\_{i}/k\_{i}(k\_{i}-1)$, where $a\_{ij}$ is an edge between nodes $i$ and $j$; $k$ is the node degree (connectivity) [6-8].
3. **Power-law distribution** [9,10]: In co-expression networks, the average clustering coefficient ($C$) is a measure of the number of triangles in a network [11]. The local clustering coefficient for node $i$ is the number of triangles to which it is connected divided by the number of triples around it. The clustering coefficient for the global network is the average of local $C\_{i}$ values; $C=\left({1}/{n\_{g}}\right)\sum\_{i=1}^{n\_{g}}C\_{i}$; $0\leq C\_{i},C\leq 1$ and $C\_{i}=2a\_{i}/k\_{i}(k\_{i}-1)$. Large $C$ values are associated with high robustness. Using $r<0.90$ leads to densely connected networks (where the number of edges far exceeds the number of genes, $n\_{e}\gg n\_{g}$) which complicate the module detection.

### Bench-marking network reconstruction methods

The existence of an edge between two nodes in a network is based on a high correlation ($r\_{ij}$) in expression values of genes $i$ and $j$. We define the adjacency matrix as $\left[ρ\right]\_{ij}=r\_{ij}^{θ}$; for the Pearson or Spearman correlation coefficients, we have $θ=1$ while in the WGCNA, an optimal value $θ=θ^{\*}$ for thresholding the adjacency matrix has to be determined. To investigate the network topology a defined range for $ρ\_{ij}$ was specified. The network adjacency matrix is given by the expression:

$\left[ρ\right]\_{ij}=\left\{\begin{matrix}\left[ρ\_{ij}\right]\_{n\_{g}×n\_{g}}, if ρ\_{ij}\geq ρ\_{ij}^{\*}\\0, elsewhere\end{matrix}\right.$ (A3)

For hard thresholding ($ρ\_{ij}\geq ρ\_{ij}^{\*}$), set $ρ\_{ij}=1$. Meanwhile, soft thresholding ($0<ρ\_{ij}^{\*}\leq ρ\_{ij}<1$) is preferred for large networks [12]. We pruned the weighted co-expression network to create the corresponding adjacency matrix. In GeneNet, the threshold parameter corresponds to the limiting partial correlation. To evaluate the network connectivity, we define the network density as $D:=ψ\left(ϕ\right)$ where $ϕ≔r\_{P},r\_{S},ρ, ω$; thus, $ϕ^{\*}≈min\left(ψ^{-1}\left(ND\right)\right)$ is the optimal threshold value for edge-determination in the adjacency matrix.

### Adding random edges to the gold-standard networks

We used the probabilistic random edge addition (PREA) to assess whether adding random edges to the gold-standard networks account for their structural differences with the *L. lactis* MG1363 GCN. Edges were independently added to the gold-standard networks using the PREA, which involves: determination of the probability of degree connectivity for all nodes in the network. These probabilities were used to generate extra edges in the networks. Bootstrap sampling with replacement was used to determine the source and target nodes for new edge assignment. Redundancies were removed to ensure uniqueness of edges in the new (resultant) network. Genes were considered to have varying regulation potential and a different number of targets. The edge addition criterion is similar to preferential edge attachment model in which nodes rich in connectivity become richer resulting in a scale-free behavior [10]. Therefore, compared to randomly selected nodes, intra-modular hubs have a higher likelihood of being connected to other nodes. The probability of connecting a particular node to any other randomly selected node in a network is:

$P\left(g\_{i}\right)={k\_{g\_{j}}}/{\sum\_{j=1}^{n\_{g}}k\_{g\_{j}}}$ where $\sum\_{i=1}^{n\_{g}}P\left(g\_{i}\right)=1$ (A4)

The results for the PREA analysis are given in Fig 2A and 2B.

### Gene Set Enrichment Analysis (GSEA)

We define the first indicator for the performance of the GSEA using the expression:

$Ψ\_{1}\left(λ\_{1},λ\_{2}\right)={λ\_{1}}/{λ\_{2}}$ (A5)

where $Ψ\_{1}$ is the average number of GO terms per module with at least one significantly enriched GO term; $λ\_{1}$ – total number of significant GO terms in all modules and $λ\_{2}$ – the number of modules with at least one significant GO term. The second indicator is:

$Ψ\_{2}\left(ξ\_{1},ξ\_{2}\right)={ξ\_{1}}/{\left(ξ\_{1}+ξ\_{2}\right)}$ (A6)

Here $Ψ\_{2}$ is the proportion of the total number of significant Fisher’s exact tests (FETs) to the total number of modules with at least one significant GO term – irrespective of the significance of the $p$-value for the FET (S6 Fig). Here $ξ\_{1}$ is the total number of significant FETs per module and $ξ\_{2}$ is the total number of modules with at least one significant GO term.

## Results

### Degree distribution model fits to network from Pearson and Spearman correlation

For scale-free networks, the parameter $γ$ has been estimated to be in the range $2<γ<3$ [9,13] although the boundaries of this range remain debated [14,15]. The gold-standard *E. coli* K-12 network [16] elucidates on realistic $γ$ values. The parameter estimates for the *L. lactis* MG1363 GCN (Table C in S1 file) show that $\hat{γ}$ falls outside $2<γ<3$. The well-curated *E. coli* K-12 networks based on experimental data are scale-free (Figs 2A and 2B; and 3E and S3F Figs), but with noticeable features like the large *E. coli* K-12 hubs (sigma-factors) with a high number of connections. Hence, the exponential truncated power-law distribution (ETPLD) is a better fit compared to the PLD and the TPLD models (S3 Fig).

### Network reconstruction using SPACE: degree distribution parameters

Fitting equation (1) to the degree distributions in Fig 2 results in the following parameter estimates for: (i) *E. coli* K-12 GCN: $\hat{β}=2.076\pm 0.0236$ ($p=$2.84e-9) and $\hat{γ}=2.395\pm 0.091$ ($p=$2.7e-20); (ii) *B. subtilis* 168 GCN: $\hat{β}=1.284\pm 0.101$ ($p=$3.92e-16) and $\hat{γ}=2.513\pm 0.099$ ($p=$1.3e-27); and (iii) *L. lactis* MG1363 GCN: $\hat{β}=1.023\pm 0.173$ ($p=$ 4.75e-7) and $\hat{γ}=1.748\pm 0.087$ ($p=$ 8.9e-24).
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