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Section A: Additional discussion of authorship attribution 
tasks in single- versus multiple-candidate scenarios 

 
 In the world of authorship attribution, the distinction between multiple-candidate and 
single-candidate attribution problems can be, at times, somewhat unclear for several reasons. 
First, in the past decade, several methods have been developed to handle single-candidate 
authorship problems by translating the problem space into one of multiple-candidates [1], 
typically out of necessity and as a means to avoid simply detecting “novelty” via clustering or 
kernel methods [2], which can be overly-sensitive to superficial differences in texts. Second, the 
question of what constitutes a “candidate” may not conform to how we intuitively think about 
authorship, particularly for works where authorship is not known. 
 In effect, a “candidate” in authorship attribution can be thought of as, more broadly, any 
“entity” that authored a document. Depending on the particular research goal of a given study, a 
single entity may consist of anywhere from a single author to an entire publishing process, 
including multiple authors and subsequent editorial involvements. Essentially, then, the terms 
“author” and “candidate” are often used interchangeably, with the exception of cases where 
multiple authors are explicitly treated as separate candidates. Such an exception has become 
increasingly common as we have recently seen an increase in the number of digital 
collaborations wherein the precise contribution of each author is known, such as edits made by 
users to Wikia / Wikipedia [3,4]. Aside from specific studies of collaboration, however, the 
terms “author” and “candidate” are typically used in the literature as shorthand for the general 
process by which a work was created.  

For example, when studying the works of Kurt Vonnegut, one must acknowledge that his 
writings are likely to not be exclusively his own. Instead, Vonnegut’s writings likely include edits 
made by copyeditors or other individuals involved in the development/publishing process. 
However, the publishing machinery that helped contribute to, say, Breakfast of Champions is 
implicitly understood to be folded into the label of “Vonnegut” when conducting an attributional 
analyses. Similarly, while it has been generally acknowledged for some time that the works of 
Shakespeare largely resulted from collaborative efforts [5], these texts are generally 
treated/discussed as “Shakespeare” as a generic entity in authorship attribution studies, aside 
from the body of research that is referred to specifically as Shakespeare Attribution Studies [6]; 
in these cases, William Shakespeare as an individual is separated as a candidate from other 
potential collaborators. For attribution studies working with such classical texts, it is nearly 
always assumed that some degree of collaboration occurred, but that Shakespeare had the 
“strongest” or most dominant authorial hand in the creation of the final works that are 
traditionally attributed to him – hence the “Shakespeare” label. 
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Section B: Additional information on LIWC as a method for 
quantifying psychological processes in language samples 

 
LIWC is one of the most well-established methods/systems for extracting explicitly 

psychological information from natural language data and is composed of 2 parts: a “dictionary” 
and a GUI-driven computer application. The LIWC dictionary contains word-to-category 
mappings for around 80 categories of words, including both common content words (e.g., 
emotions, social processes, biological processes) and function words (e.g., pronouns, 
conjunctions, articles, etc.). For example, the “cognitive processes” category contains words like 
“think,” “understand,” and “analyze,” and the “articles” category contains the words “a,” “an,” 
and “the.” The LIWC dictionary was itself developed using standard psychometric approaches 
and has been refined repeatedly over the past 20 years [7–10]. 

Output from LIWC is provided as a matrix comprised of filenames, text summary 
measures (e.g., word count, average WPS), and the percentage of words that belong to each of 
the dictionary’s categories (e.g., % of words reflecting anxiety, % of words reflecting visual 
perception, % of words reflecting informal speech, and so on). These measures of each text are 
commonly used as would be any other psychological measure in research, such as the prediction 
/ understanding of psychopathology, mood, social processes, and so on [11]. 

The relatively simple “word counting” approach that is adopted by LIWC has been found 
to translate remarkably well across time and research contexts, both within and outside of the 
social sciences. The LIWC system has been extended into fields as diverse as computer science 
[12,13], medicine [14], and criminal justice [15], to name just a few. Unfortunately, the literature 
on LIWC is far too large and diverse to cover in any reasonable amount of space (at the time of 
this writing, a Google Scholar search reveals over 9,500 published articles with the term “LIWC” 
included). It is suggested that readers who wish to dive deeper into this literature start with some 
relatively recent reviews, including Tausczik and Pennebaker’s (2010) overview [16], Chung and 
Pennebaker’s (2013) chapter [17], and the latest version of the LIWC psychometrics manual 
[10]. 
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Section C: The assessment of authorial psychology versus 
“character analysis” 
 

 A common question that naturally arises when analyzing creative texts (e.g., fiction 
novels, dramatic plays, etc.) is the degree to which the language analyzed reflects the true 
psychology of the author versus the characters themselves. To reframe this idea as a question: 
When using psychological measures of language, to what extent are we measuring the 
psychological attributes of the author versus their ability to write realistic characters? 
 While recent years have seen some interesting attempts to measure the psychology of 
characters in stories (usually in the form of “personality” ) [18,19], such studies can be 
considered more of an interesting exercise in literary studies than in psychology itself. Indeed, 
regardless of an author’s ability to write dynamic or well-formed characters, the language 
patterns of an author tend to permeate their texts, as do their psychological processes. For 
example, research has found that an author’s characters have psychological language patterns 
that are congruent with the author’s gender, rather than the character’s gender [20], and other 
research has found that an author’s language patterns in fiction novels are predictive of things 
such as their own longevity [21]. Such findings would be difficult to reconcile were the language 
of a text’s characters somehow masking an author’s underlying psychological patterns.  

Ultimately, the explanation for such findings is that the very patterns in a person’s 
language that are diagnostic of their psychology are not solely content-based, nor are they merely 
descriptive. For example, function word patterns are virtually impossible to intentionally alter, 
yet are diagnostic of a wide variety of phenomena, such as thinking and social styles [22,23]. Put 
another way, the natural language patterns that are used to assess a person’s psychology are not 
those that are explicitly descriptive (e.g., “I am a happy person”), but are instead more generally 
embedded into an author’s content and style [24,11]. Previous work has found this to be true 
even for texts that consist almost exclusively of character dialogue, such as plays [25]. 
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Section D: Descriptive statistics and additional discussion of 
Mahalanobis distance for Mental Profile Mapping 

 
Complete descriptive statistics for each LIWC measure are presented separately for each 

author in the accompanying Supporting Information file (S2). The reader may note that a subset 
of measures show moderate departure from normality, as is most clear by referencing the skew 
and kurtosis statistics. Note that in the current application of Mental Profile Mapping, the dataset 
is fairly ideal when compared to typical language analysis scenarios. Namely, in most cases, 
quantified language distributions tend to be skewed to a fairly high degree, showing long tails in 
the positive direction. Such tails tend to normalize as a text lengthens – this holds true for 
relatively rare words as well (i.e., hapax legomena) [26]. Given the particularly long nature of 
the texts analyzed for the current study, as well as the aggregation of language patterns into 
LIWC measures (rather than the use of n-grams or syntactical n-grams), the data in the current 
study did not exhibit extreme skew. 

Nevertheless, and despite the low degree of skew in the current dataset relative to most 
language-based research, skew does still exist within the current data. Fortunately, such skew is 
not likely to be influential in the current context, primarily due to the robustness of the 
Mahalanobis distance metric to Gaussian perturbations. Recent analyses and research have found 
this measure to be extraordinarily robust under non-normal distributions [27], in part because of 
the underlying statistical methods and properties [28]. Furthermore, were the data’s skew to be 
an undue influencer in this context, it would in fact lead to more false positives for outliers [29], 
thus driving down the internal consistency between measures and leading to lower Cronbach’s 
alphas at the author-level. While such an effect would in fact strengthen the current findings 
(given their strong performance under potentially inflated outlier rates), it remains unlikely that 
the current data were influenced in such a way. 
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Section E: A step-by-step description of the Mental Profile 
Mapping procedure 

 
 In order to simplify the Mental Profile Mapping procedures for readers, as well as to 
facilitate its use in other work, this section outlines the basic process in a basic step-by-step 
manner. Below, you will find the MPM procedures presented in the order of operations 
performed. 
 

1. Ensure that all input texts are comparable in terms of genre, and that all texts are authored 
by the same “candidate” (as described earlier in the supplementary materials). 
 

2. Quantify all input texts using the LIWC dictionary, resulting in an output matrix of 
LIWC measures (columns) for each text (rows). 
 

a. LIWC2015 is recommended, as it is the most recent version of the 
software/dictionary, and includes several categories that do not exist in previous 
versions. 
 

b. Note that LIWC2015 is not required for such an analysis – older versions of the 
dictionary could be used in a manner that is essentially parallel to that described 
in the current research. Such an approach could also be extended to language 
categories built from topic models or word embedding clusters, however, the 
validity of the MPM procedures with such models remains to be explored. 
 

3. For each cluster of LIWC variables (see Table 3 of the article), calculate a separate n-
dimensional centroid. Bootstrapping a median is recommended over the mean. 
 

a. As a simplified example, separately calculate the median for the “Style” cluster 
categories: Analytic, Clout, Authentic, and Tone. This will give you a 4-
dimensional centroid for the author’s “Style” cluster. 
 

b. Continuing the example, calculate the 2-dimensional centroid for the 
“Complexity” processes: Analytic and Sixltr. 
 

c. Repeat this process for the remaining 11 psychological processes. 
 

4. For each text, calculate its Mahalanobis distance from the centroid along each of the 13 
psychological processes. 
 

a. For example, if we have 10 texts in our authorship sample, we would calculate the 
Mahalanobis distance of the “Style” measures from the 4-dimenisonal “Style” 
centroid that was calculated in Step 3.  
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b. In this example, this would be repeated for each text, for each psychological 
process. This would result in a total of 130 Mahalanobis Distance scores (13 
Psychological Dimensions × 10 texts = 130 scores). 
 

5. Use chi-square estimation to translate all Mahalanobis Distance scores into 0-100 
probabilities. In base R, for example, the pchisq() function can be used. Note that other 
methods may need to be considered/introduced depending on the nature of your data [30]. 
 

6. Sanity-check results. Calculate the Cronbach’s alpha for all Mahalanobis Distance scores 
to ensure adequate internal consistency. Following typical psychometric guidelines for 
construct assessment, a minimum of 0.50 is recommended. Should your Cronbach’s 
alpha score fall below an acceptable threshold, the reliability/validity of the Mental 
Profile Mapping approach is more questionable.  
 

7. Quantify the Unknown Authorship (UA) text using the same procedure described in  
Step 2.  
 

8. Aggregate the UA text LIWC results into the known author’s texts results from Step 2. 
Note that the MPM procedure should only be used on a single UA text at a time, as 
multiple UA texts will simultaneously exert influence across all MPM metrics that cannot 
be easily delineated post hoc. 
 

9. Repeat Steps 3 through 5, this time including the UA text in the Mahalanobis distance 
calculations. 
 

10. Calculate the median of all Mahalanobis distance scores on a text-by-text basis. This is 
your final MPM score for each text. 
 

a. The final MPM score should be interpreted as the generalized fit for each text 
within an author’s corpus/canon. Should the UA text receive an inordinately low 
score, an explanation for its poor fit is warranted.  
 

b. This score, as well as the 13 separate Mahalanobis distance scores, can be 
inspected manually, decomposed, or even used in another supervised machine 
learning / authorship attribution framework. 
 

11. Should you wish to visualize your results, all Mahalanobis distance scores can be 
submitted to some form of multidimensional scaling (e.g., principal components 
analysis). Resulting dimensions can be plotted as coordinates in 2D or 3D space. Three-
dimensional plots will retain higher geometric fidelity, however, 2-dimensional plots may 
be easier / more intuitive for an audience to interpret. Figs S1 and S2 show the same 
result projected into 2D and 3D space, respectively. 
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Fig S1. From the manuscript, Aphra Behn’s works projected using the MPM procedure into 2-
dimensional space. In this example, The Debauchee was included as a test for fit. 

 

Fig S2. Identical to Fig S1, albeit projected into 3-dimensional space.  
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