**Using EELS scattering data to deduce water vapor pressure in the specimen area**

We have reported EELS measurements of effective thickness (t/λ) of water vapor, as a function of pressure. We can utilize this data to deduce how many water molecules the electron beam encountered as it travelled from emitter to detector, and with some estimates on the dimensions of the differential stages (t), can convert these values to pressure values.

There are two input parameters that are needed:

1. The scattering cross-section of a water molecule for 300kV incident electrons
2. Knowledge, or estimates of the spatial distribution of the water vapor molecules. In this case, this means the distribution of the molecules along the z-direction. In practice, it means the dimensions and pressures in the various stages of the differential pumping system.

**1) Individual water molecules scattering cross-section for 300kV electrons**

1. Theoretical value: From [Munoz], utilizing Eq. (1) and Table II, leads to the range

$σ\_{inel}=\left(5.8-10.8\right) x 10^{-23} m^{2} $

for single water molecules and 300kV electrons.

1. Experimental value (derived from EELS ice measurement at 300kV).

Experimental values for water vapor at 300kV are not available, so we have used ice as the closest available approximation. A drawback is that, presumably the scattering cross-section of a water molecule will be affected somewhat by whether the molecule is bonded in the solid state, or free in a vapor. A strong point, however, is that the macroscopic density (i.e. number of molecules) is known, and the mean free path measurement was performed using EELS at 300kV, so is directly comparable to our measurement. At a minimum, this calculation allows us to check if the theoretical values, mentioned above, are of the right order of magnitude.

From [Vulovic], $λ\_{300kV(ice, EELS)}=330nm.$

From [Williams and Carter],

 $σ\_{molecule}=\frac{1}{\left(\frac{N}{V}\right)λ}=\frac{1}{N^{'}λ}=\frac{m}{ρλ}$ (1)

where N/V is the number of molecules per unit volume, m is the water molecular mass, and ρ is the macroscopic density.

Setting ρice = 0.93 x 103 kg/m3 [Leapman], and λ = 330nm [Vulovics], leads to

$$σ\_{molecule}=9.7427 x 10^{-23}m^{2}$$

This falls within the range of the theoretical predictions from [Munoz], and is valuable as the experimental measurement method is EELS at 300kV, which matches our current work. Note that ice was used as values of EELS effective thickness for vapor have not been published.

**2) Deriving an expression for pressure, in terms of σ (previous section), and t/λ (available from experimental measurements).**

We assume that the ideal gas law holds (given that we are in a relatively low pressure regime).

Firstly, we can easily express the measured effective thickness, t/λ, in terms of the number of molecules encountered by the electron beam. This is best expressed as an areal density, nA, of water vapor molecules (as the area defined by the electron beam can be adjusted arbitrarily, and the location of the molecules along the z-direction is unspecified). For convenience, we define $t\_{eff}= \frac{t}{λ}$ and substitute into $\frac{N}{V}=\frac{1}{λσ}$ from Eq. (1). This leads to:

 $n\_{A}=\frac{t\_{eff}}{σ}$ (2)

 To express pressure, P, in terms of mean free path and scattering cross-section, we can substitute $\frac{N}{V}=\frac{1}{λσ}$ into the ideal gas law, which leads directly to:

$P= \frac{k\_{B}T}{λσ}$. (3)

where kB is the Boltzmann constant, and T is the temperature (assumed 298 K). It is actually (t/λ) which is known from the experimental measurements, rather than λ, so we again use $t\_{eff}= \frac{t}{λ}$ and substitute:

 $P= \frac{t\_{eff}k\_{B}T}{tσ}$ (4)

We do not know the water vapor vertical distribution through the pumping stages of the microscope, and the exact dimensions of those pumping stages are not known (i.e. we do not know “t” in Eq. (3)). Thus, we cannot progress further with definite calculations. However, we are interested in evaluating if the EELS scattering measurements corroborate the nominal pressure readings, and in particular, are keen to rule out the case that the real pressure at the specimen area might actually be lower than the value reported by the adjacent capacitive gauge. Thus, we proceed with some approximate calculations, based on reasonable assumptions related to the known attributes of the experimental hardware.

**3) Further calculations, assuming that 100% of the water vapor is confined to the specimen area**

So, to progress further, we will have to make some assumptions. Firstly, we consider the case that all of the gas is confined in the central pumping stage. This is obviously not true, in that there must be some finite gas leakage to the outer stages, but it serves as the limiting case, and has the benefit that, in this case we know the individual P0 and t0 values. The configuration is summarized in the simple sketch below:



*Fig. S1 – Sketch of differential pumping stages.*

Using Eq. (4), and setting t = 5.4mm, we get the following plot:



*Fig. S2 – Calculated relationship between effective thickness (t/λ), as measured by EELS, and water vapor pressure (assuming that all gas is strictly confined to the central pumping stage (blue curve). Experimental data (Curve 1 from Appendix 6), is added for convenience (orange curve). The calculated values (blue), derived from EELS, predict a much higher specimen area pressure than that reported by the pressure gauge (orange). This is reasonable, given that we have artificially condensed all the gas into the central stage, when in reality, there must be some finite gas pressure in the outer stages. These calculated values, derived from EELS data, suggest that it is unlikely that the capacitance gauge over-reports the actual specimen area pressure.*

**4) Estimates regarding gas pressure in the outer stages**

While we do not know the pressure distribution in the outer pumping stages, nor their dimensions, we can nevertheless perform some calculations, using the known parameters of the central (specimen) stage, and measured EELS data, as constraints. It is of interest to sanity-check the calculation methodology, by evaluating if the measured (gauge) and calculated (derived from EELS) pressures can be made to agree, by finding reasonable combinations of outer stage pressures and lengths.

Referring to the parameters introduced in Fig. S1, we can derive an expression for the pressure in the outer stage (P1), in terms of the effective length of the outer stage (t1):

 $P\_{1}=\left(\frac{1}{t\_{1}}\right)\left(\frac{k\_{B}T}{σ}\right)\left[\left(\frac{t}{λ}\right)\_{eff}-\left(\frac{σ}{k\_{B}T}\right)\left(t\_{0}P\_{0}\right)\right]$ (4)

After inserting known values (t0 = 5.4mm; (t/λ)eff = 0.6, P0 = 1400 Pa), we can plot the combinations of t1 and P1 which satisfy the experimental measurements (in this case, (t/λ)eff = 0.6, P0 = 1400 Pa).



*Fig. S3 – Combinations of outer stage effective thickness and pressure, that result in agreement between measured (gauge) and calculated (from EELS scattering) pressure values. For example, the combination of 13cm outer stage length, with a pressure level that is 10% of the inner stage value, results in agreement between measured and calculated values; and is experimentally reasonable.*

In Fig. S3, the combinations of pressures and thicknesses in the outer stage, which result in agreement between measured (by gauge) and calculated (from EELS) pressure readings, are shown. Outer stage pressure is expressed as a percentage of the inner stage value. Without internal drawings of the microscope, we cannot make definitive conclusions, but the observed combinations seem experimentally reasonable. For example, if the outer pumping stage were 13cm long, and contained 10% of the central stage pressure, then the gauge measurements and EELS calculations would be mutually consistent.

As noted at the outset, our main goal with these calculations and estimates was to asses if we might be over-reporting the actual pressure at the specimen area. **These calculations consistently produce higher pressure values than those reported by the system pressure gauge, and thus it would seem highly unlikely that we are over-reporting the actual pressure at the specimen area**.
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