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Supporting methods
Mutation severity analysis data and propensity analysis

We constructed a matrix of amino acid physiochemical properties adapted from [1] (Table S2) and derived a correlation matrix used to calculate distance and hierarchical clustering with the average linkage method. Distance (Dc) was calculated as

Dc = 1 – cor(AT)

where A denotes the binary amino acid × physicochemical property matrix. Mutation substitutions were scored according to this matrix and also according to their mutability according to the BLOSUM 62 EBI matrix, a variant of the matrix described in [2] and the Dayhoff mutability matrix [3].
Comparison of predictors

We calculated areas under curve (AUCs) of receiver operating characteristic (ROC) curves using the pROC package [4].
Analysis of biases in area, secondary structure and amino acid composition

We computed the driver/neutral fractions of normalised frequencies as follows:
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Where nidriver denotes the number of driver mutations in the category and tdriver denotes the total driver mutations in drivers and nineutral denotes the number of driver mutations in the category and tneutral denotes the total neutral.
Statistical overrepresentation in mutation classes
We calculated the statistical overrepresentation in various classes of mutations divided by wild-type (WT) residue, mutated residue (Mut), area and secondary structure.
To assess the overrepresentation in drivers compared to neutral mutations we performed a two-sided Fisher’s exact test on the contingency tables of counts of mutations in each category.
Our overrepresentation score so was
s0 = sign(Δdriver,neutral)(-log(pdriver,neutral))

Where Δdriver,neutral is the difference in normalised counts (normalised by total in the whole sample (1000 Genomes or drivers) and pdriver,neutral denotes the p-value for the category from the Fisher’s exact test (two tailed) of the contingency table. P-values were corrected for multiple testing using false discovery rate [5,6].
Functional impact scores
To obtain functional impact (FI) scores, we used the web interface to the Mutationassessor server from [7] for all the nsSNP mutations in both samples (COSMIC and 1000 Genomes). The FI score is based on alignments where conservation of each residue in each protein is scored. To assess the difference between 1k and COSMIC with respect to FI scores, we compared the FI distributions for the same categories as above (splitting the data by area, and amino acid substitution and splitting by area, secondary structure and amino acid substitution).
PolyPhen predictions
We obtained PolyPhen predictions for all our mutations using the PolyPhen-2 sever from [8].
CHASM predictions

CHASM predictions were obtained from the CRAVAT webserver described in [9].
Random forest model

We used the randomForest package in R to construct the random forest model, based on the algorithm by [10].
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