
S3: Comparison between experiments

In this section, we examine the degree to which goals and mappings are related in the
training contexts. We formalize this with normalized mutual information (NMI), which we
define as

NMI = 1 − H(G|M)
H(G) (17)

where H(G|M) is the conditional entropy of the goals given the mapping and H(G) is the
marginal entropy of the goals. Both the conditional and marginal entropy are defined in
bits as
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where pg is defined as the frequency goal g is the correct goal in the training context, pg|m
is the frequency goal g is the correct goal conditioned on mapping m and Nm is the total
number of mappings.

For example, in experiment 1, there are three training contexts, two of which have “A”
as the correct goal and one of which has “B.” Therefore, H(G) = −
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0.92bits. Because there is a perfect correspondence between mappings and goals in experi-
ment 1, H(G|M) = 0 and consequently, NMI=1.


