**Text S1**

**Enrichment quantification for Type I and Type II motifs in systems without multistep transitions**

We analyzed three published gene regulatory networks (number of nodes 3<n<10, number of edges 8<n<12) that govern dynamical systems with bistable switches, and they are less likely to have multiple intermediate steady states: 1) a network controlling apoptosis [[1](#_ENREF_1),[2](#_ENREF_2)], 2) a network controlling p53 responses [[3](#_ENREF_3)], and 3) a network controlling G1-S transition [[4](#_ENREF_4)]. None of these networks have comparable enrichment of Type I or Type II motifs as in the T cell development network (Table S5).

Although having ‘negative controls’ is important, one has to be cautious about interpreting these observations. Our results imply the positive selection for Type I and Type II motifs because of the importance of multiple attractors in some biological systems, but they do not exclude the possibilities that these motifs were selected for because of some other types of fitness. For example, Ahrends et al. found that the ‘ultra-high feedback systems’ (very similar to our Type I motifs) can produce low cell differentiation rate and zero dedifferentiation rate in the presence noise [[5](#_ENREF_5)]. This performance objective, which depends on bistable switches, is very different from what we found in this paper. Therefore, we do not claim that the enrichment of Type I and Type II is specifically used to achieve the objective of multistep cell fate transitions. Moreover, the three negative control systems are unlikely to produce multiple attractors, and this assumption is based on current knowledge about these systems. It is difficult to conclude that these systems are completely unable or not required to generate the systems containing multiple intermediate states.

**Model equations for early T cell development**

The ODEs for the early T cell development model are listed below.

$$\frac{dTCF}{dt}=k\_{0, T}+K\_{T}\frac{({TCF}/{K\_{T,T}})^{n\_{T,T}}}{1+({TCF}/{K\_{T,T}})^{n\_{T,T}}}∙\frac{\left({G}/{K\_{T,G}}\right)^{n\_{T,G}}}{1+\left({G}/{K\_{T,G}}\right)^{n\_{T,G}}}∙\frac{1}{1+\left({P}/{K\_{T,P}}\right)^{n\_{T,P}}}+k\_{T,N}N-r\_{d,T}TCF$$

$$\frac{dP}{dt}=k\_{0, P}+K\_{P}\frac{({P}/{K\_{P,P}})^{n\_{P,P}}}{1+({P}/{K\_{P,P}})^{n\_{P,P}}}∙\frac{1}{1+\left({G}/{K\_{P,G}}\right)^{n\_{P,G}}}∙\frac{1}{1+\left({B}/{K\_{P, B}}\right)^{n\_{P, B}}}∙\frac{1}{1+\left({TCF}/{K\_{P, T}}\right)^{n\_{P, T}}}-r\_{d,P}P$$

$$\frac{dG}{dt}=k\_{0, G}+K\_{G}\frac{({TCF}/{K\_{G,T}})^{n\_{G,T}}}{1+({TCF}/{K\_{G,T}})^{n\_{G,T}}}∙\frac{1}{1+\left({P}/{K\_{G,P}}\right)^{n\_{G,P}}}+k\_{G,N}N-r\_{d,G}G$$

$$\frac{dB}{dt}=k\_{0,B}+K\_{G}\frac{({TCF}/{K\_{B,T}})^{n\_{B,T}}}{1+({TCF}/{K\_{B,T}})^{n\_{B,T}}}∙\frac{({G}/{K\_{B,G}})^{n\_{B,G}}}{1+({G}/{K\_{B,G}})^{n\_{B,G}}}+k\_{G,B}N-r\_{d,B}B$$

Here, TCF stands for TCF-1, P stands for PU.1, G stands for GATA3 and B stands for BCL11B. The descriptions and values of the parameters are listed in Table S4.

**Model reduction and performance comparison for the early T cell development**

To reduce the complexity of the system of ODEs and to explore for the 4-attactor systems more efficiently, we took the quasi-steady state assumption for GATA3 and BCL11B. We solved the equations $\dot{G}=0$ and $\dot{B}=0$, and we obtained the steady state levels of GATA3 and BCL11B as the functions $G=S\_{G}(TCF, P, p)$ and $B=S\_{G}(TCF, P, p)$. With this approach, the system is reduced two ODEs for TCF-1 and PU.1. Note that this assumption was only used for analyzing steady state behavior, and not for obtaining time course simulation results, stochastic simulations or landscape calculation.

By neglecting the auto-activation of TCF-1 and the activation of TCF-1 by GATA3, the system can be further reduced to one ODE describing dynamics PU.1 using the quasi-steady state assumption. This ODE has the form $\dot{P}=S\_{P}\left(P, p\right)-r\_{d,P}P$ where$ S\_{P}$ is a function representing the synthesis rate of PU.1. This reduction was used to construct a continuous objective function for using an optimization procedure to obtain parameter sets that can generate the four-attractor systems. We assumed a hypothetical synthesis rate as a function of PU.1 in the form $S=P-αsin⁡((P+ω)/α)$. We let $α=6$ and $ω=0.1$ such that $S$ intersects with the linear degradation function at exactly seven distinct positions for $P\in (0, 3.3)$ (Figure 5B, gray curve). Four of these intersections represent stable steady states (attractors). The objective of finding parameter values that generate four-attractor systems is therefore approximated by a curve-fitting problem in which the function $\sum\_{}^{}(S\_{P,i}-S\_{i})^{2}$ (sum of squared distance, SSD) is minimized in the domain of $(0, 3.3)$. We used a differential evolution algorithm for the optimization. Optimized parameter sets from two different models were used for comparison of their performance (Figure 5B, purple and red curves), and the SSDs obtained from 500 pairs of optimized parameter sets was used for overall evaluation (Figure 5C). Code for this optimization procedure is available upon request.

**Comparison of the four-stage model with the published bistable model for T cell development**

Manesso et al. has built a model for T cell development with a network of four core transcription factors (TCF-1, PU.1, GATA3 and BCL11B) [[6](#_ENREF_6)]. They fitted their models to a time course of gene expression values, which was inferred from stage-wise expression data obtained from experiments [[7](#_ENREF_7)]. The optimized model suggested an irreversible bistable switch from uncommitted progenitor cells to cells committed to the T cell lineage. Our model used an identical gene regulatory network to study the early T cell development, and we found a large topology (parameter) space that can be responsible for four attractors in the system of development, which is consistent with experimental observations. A key difference between our model and the model by Manesso et al. is that we assumed higher nonlinearity of the regulations. In fact, we found that this assumption is important for the formation of the four-attractor systems, although higher network complexity requires less nonlinearity (Figure S16A). This assumption does not mean that our model requires greater number of binding sites on the promoters of the genes encoding the key TFs, because nonlinearity can arise from multiple mechanisms (for example, Goldbeter-Koshland zero-order ultrasensitivity [[8](#_ENREF_8)], and multi-site phosphorylation [[9](#_ENREF_9),[10](#_ENREF_10)] ), and the Hill exponent is merely a generalized way to describe it [[5](#_ENREF_5)]. Unlike the work by Manesso et al., we did not perform optimization to fit our models to a time course data. Instead, we compared the four attractors obtained from our model to two datasets containing gene expression values of 4 core TFs for the four stages of T cell development, which does not require a conversion from cell states data to time course data. These two datasets differ from each other in terms of absolute values of gene expression, but they both have reasonable agreement with our models after a linear transformation (Figures 9, S7 and S8). The conversion from the stage-wise data to time course data would need a strong assumption of the dynamics of Notch signaling (e.g. whether its strength increases linearly with time). Nonetheless, both models provided very useful insights into the early T cell development and the irreversible nature of the cell fate transitions. More detailed information about the dynamics of the TF concentrations and the biochemical properties of the TFs is necessary to further constrain and improve these models.
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