Supplementary Materials to
Functional Clustering in Nested Designs: Modeling
Variability in Reproductive Epidemiology Studies

Abel Rodriguez

University of California, Santa Cruz, California, USA
David B. Dunson

Duke University, Durham, North Carolina, USA

1. Details on the computational algorithm

1.1. Sampling in the mean-based clustering model

For the purpose of sampling the parameters of the mean-based clustering model we
truncate the stick-breaking construction of the random distribution G so that it has
K atoms, i.e,

K
G() = Z wk5(9;,a;2A;)
k=1

where wy, = uy, [ [, ), (1—us) with uy, ~ Beta(a, b) for k < K and ux = 1, which ensures
that the weights of all components add up to 1. Also, we introduce a sequence of
latent indicator variables (1, ..., (s, where (; = k if and only if subject 7 is assigned
to cluster k, (0;,07,A;) = (07,02, A,). After introducing these latent indicators,

the posterior distribution of the model parameters can be written as:

p({aij}a {OZ}a {0—22}3 {AZ}v {Cl}v {wk}v 27 Qv a, b,"}/ |{yl]}) X
p({yi;Y{0i5}, {03} {GHp({8i;} {07}, {AL} {07}, 2, {G n(E)
p({0:} {AL} {oi? 382, va, Mp({GiH{wi Hp({wr }a, b)p(2)p(v2)p(v)p(a, b)

The indicators {¢;} and the cluster specific parameters {65}, {A}} and {0}?} can
be sampled easily after integrating out the curve-specific parameters {6;;}. Specif-
ically, ¢; can be sampled conditionally on all other parameters in the model from a
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multinomial distribution where

Pr(@ = k| ) o< wkU;Zj; T,;jx

Uz

1 * % — * %
eXp 202 > (vis — B(xij)ALOL) (B +1)7 (vi; — B(xi)ALO7)
i j=1

and k = 1,..., K, while the cluster specific parameters are sampled by first integrating
out 0} and o}? and sampling A}, and then sampling 0}, and ¢} conditionally on Aj.
The probability of the model associated with A}, is proportional to

172 T'(v1 +s1/2)
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L(vy)
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Pr(Af = Al---) oc (2m) /2 |Q| 72 |Q 7 + Ex(A)]

with

se= ) ZTJ

{i:¢=k} j=1

ng
Ae(A) = D >y Ba+ T, i
{i:¢=k} j=1

di(A) = > i:BA(Xz‘j)’ Za+1""yy

{i:C=k} 5=1

Ei(A)= > iBA(Xu)' [Ba + 17 Ba(xi))
{#:¢i=k} j=1

where ¥z and Ba(x;;) correspond to the restrictions of matrices ¥ and B(x;;) to
the entries where the diagonal elements of A are different from 0. In our case, since
the number of possible values for A} is small (213 = 8192), we explicitly compute the
full-conditional probability distribution for each of the possible models and perform
exact sampling from this posterior distribution. More generally, when the number of
nodes is large we can use a random-walk Metropolis-Hasting algorithm as described
in George & McCulloch (1997). Now, conditionally on A}, we can sample o} and 60},
from

or|Af ~1Gam (v + si/2,v0 + [Ap(A}) — de(A})' {27 + Ex(Af)}di(AS)] /2)
Oilog, Ay, ~N ([971 + Ek(AZ)}_l di(A}), 0% [ + Ek(AZ)]_l)
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The component weights are simulated through the stick-breaking ratios, whose
full conditional distribution is given by

K
ug| - -+ ~ Beta <a+rk,b+ Z r5>

s=k+1

where r;, = Zle 1(¢,=k) is the number of observations assigned to component k of
the mixture. Given the indicators and class specific parameters, we can sample the
parameters {6;;} independently from their full conditional distribution.

-1

0ij|---~N ([B(Xij)'B(ij) +ALSTIAL] T [B(xy)yi + ZTIALG ]

o [B(xi)'B(xi;) + ALTTIAL])

The rest of the steps are relatively straightforward. The full conditional random
effects variance ¥ can be sampled from an inverse Wishart distribution,

I n,; I n;
2| -~ IWis | vy + ZZTM,EO + ZZ %(0” — 047)(01j — agi)l ,

¥
i=1 j=1 i=1j=1 G

and the parameters of the baseline measure €2, v5 and 7y are respectively sampled
from another inverse Wishart, a Gamma and a beta distribution,

K
1
Q- ~ IWis (m +Kp, Qo+ 0*29292/>
k=1 k

K
vg|- -+ ~ Gam <p—|—KV1,'l/J—|—ZG—ZQ>
k=1

K K
|-+ ~ Beta <771 —G—ZtrAz,ng + Kp— ZtrAZ)
k=1 k=1

where tr D denotes the trace of the matrix D. Finally, sampling for the precision
parameters a and b is done using a random-walk Metropolis-Hastings algorithm with
log normal proposals.
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1.2. Sampling in the distribution-based clustering model

Again, in this case we truncate the stick-breaking constructions to generate a blocked
Gibbs sampler. Hence,

K L
Gi~ Y mdc; Gl = 2 T 0;,.017.47,)
k=1 =1
Also, we introduce two sequences of latent indicator variables, (i,...,(; and
{€}521, - (€ )72, such that(0y;, 07, Aij) = (0;]‘,@7Ugi,ci’AZi]‘,Ci)' After intro-

ducing these latent indicators, the posterior distribution of the model parameters can
be written as:

PG &1 A0} {0l AAL Y A} {mn}, @, a1, by, ag, bo, v [{yig }) o
Py G (&5} {00 {oi ), {AL ({05}, {00}, { A5} €, v2, )
p({GHH{me Dp({miHax, b1)p({&i; @ Hp({@w Haz, b2)p(£2)p(v2)
p(v)p(ar, bi)p(az, bo)

The indicators {(;} can be sampled from a multinomial distribution with weights

g L
Pr(Gi =F|---) o wk{ H [Zwlk (QWU?IE)_Ti'j/Z «

j=1 Li=1

1 * gk * 0F
P {_20*2 (yij — B(xij) Ab) (yij — B(X”)Alkelk)}] }
Lk

for k=1,..., K. Similarly the indicators {¢;;} are sampled from another multinomial
where

Pr(&y = 1|---) x @i, (o7,) "

1 * * ! * *
exp {—20?(2 (vi = B(xij)Aie,0ic.) (vis — Blxi) A, glci)}

and [ = 1,...,L. The rest of the parameters are sampled almost identically as in
the mean-based clustering algorithm. The cluster specific parameters are sampled by
first integrating out 8}, and o} and sampling A}, and then sampling 6], and o}
condtionally on Aj,. The expression for Pr(Aj;, = Al---) is similar to (1), but s,
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Ar(A), di(A) and E,(A) are replaced by
S|k = Z T;;
{(4,5):Ci=k,&;=1}

Ai(A) = Z Yii¥ij
{(1,5):Gi=k,&;=1}

dix(A) = Z Ba(x45)"yi;
{(4,4):Ci=k,&i5=1}
Eix(A) = Z B (xi)'Ba(xij;)

{(4,9):¢i=k,§i;=1}

The mixture weights are sampled again through the stick-breaking weights {vy}
and {u} so that

K L
v, ~ Beta <a1 +7rE, b1 + Z 7'8) ,  u ~ Beta <a2 + myg, b + Z mls> ,

s=k-+1 s=Il+1

where ry, = Zle 1(¢,=k) and my = ZiI=1 Z?zl 1(¢,=k,e;,;=1)- The parameters of the
baseline measure Q, 5 and ~ are sampled from their full conditional distributions,

L
Q|- ~ IWis (ug + Kp, Qo + Z Z p alkelkl>

k=11=1 Ik
K
V2|...NGam <p+KV1,¢+ZZO—l*k?>
k=11=1
K L K L
y|--- ~ Beta <771+ZZtrAfk,n2+Kp—ZZtrAfk>
k=1 1=1 k=11=1

Finally, sampling for the precision parameters a1, b1, as and by is done as before
using a random-walk Metropolis-Hastings algorithm with log normal proposals.
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