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Abstract
Multimodal emotion understanding enables AI systems to interpret human emotions. With accelerated video surge, emotion understanding remains challenging due to inherent data ambiguity and diversity of video content. Although deep learning has made a considerable progress in big data feature learning, they are viewed as deterministic models used in a “black-box” manner which does not have capabilities to represent inherent ambiguities with data. Since the possibility theory of fuzzy logic focuses on knowledge representation and reasoning under uncertainty, we intend to incorporate the concepts of fuzzy logic into deep learning framework. This paper presents a novel convolutional neuro-fuzzy network, which is an integration of convolutional neural networks in fuzzy logic domain to extract high-level emotion features from text, audio, and visual modalities. The feature sets extracted by fuzzy convolutional layers are compared with those of convolutional neural networks at the same level using t-distributed Stochastic Neighbor Embedding. This paper demonstrates a multimodal emotion understanding framework with an adaptive neural fuzzy inference system that can generate new rules to classify emotions. For emotion understanding of movie clips, we concatenate audio, visual, and text features extracted using the proposed convolutional neuro-fuzzy network to train adaptive neural fuzzy inference system. In this paper, we go one step further to explain how deep learning arrives at a conclusion that can guide us to an interpretable AI. To identify which visual/text/audio aspects are important for emotion understanding, we use direct linear non-Gaussian additive model to explain the relevance in terms of causal relationships between features of deep hidden layers. The critical features extracted are input to the proposed multimodal framework to achieve higher accuracy.





Introduction
Today with the explosion of social networking, there is accelerated access to big data (primarily social media feeds and digital video), making it increasingly difficult for researchers to organize or make sense of it. Inferring emotions from movies and video clips is particularly important for emotion understanding, as both service and product reviews are gradually shifting from unimodal to multimodal (Cambria, Schuller, Liu, Wang, & Havasi, 2013). Emotion understanding of movies and video clips can be effective when complementary information present in different channels, e.g., text, audio, and visual is concurrently exploited. The vocal modulations of the opinions and facial expressions in the video data along with text provide important cues to identify emotion (Poria, Cambria, Howard, Huang, & Hussain, 2016). The fusion of multimodal data can provide complementary information with an increase in accuracy of overall classification. In this view, this paper proposes a multimodal emotion understanding framework that uses information from all the three sensing modalities: text, audio, and video in human-centric environments for successful implementation of artificial intelligent (AI) systems.
Convolutional Neural Networks (CNNs) are one of the most popular deep learning (DL) architectures, that enable robust and accurate big data feature learning. They take advantage of many samples to extract high-level abstraction from low-level input more effectively. However, data may be vague or ambiguous due to insufficient information or complexity in the data source which is largely regarded as data ambiguity (Dutt & Kurian, 2013). The video clips used for emotion understanding have intrinsic visual, semantic and syntactic ambiguity in data reducing the CNNs accuracy for emotion recognition. The deep CNN is a fully deterministic model used in a “black-box” manner that cannot handle data ambiguity (Deng, Ren, Kong, Bao, & Dai, 2017). On the other hand, fuzzy logic is a powerful tool for modeling human thinking and perception  (Poria et al., 2016). The possibility theory of fuzzy logic provides mathematical framework to process ambiguous information by performing numerical computations using linguistic labels and fuzzy set degrees of membership, which are interpreted as the degrees of truth (Deng et al., 2017). Fuzzy rules and fuzzy inference make feature extraction more human interpretable. However, fuzzy systems lack learning capability and fuzzy rules are determined by human expert. By combining with neural network, fuzzy rules can be derived from a large amount of training data by automatically learning the fuzzy membership functions (You, Luo, Jin, & Yang, 2015).
In this view, we propose a new Convolutional Neuro-Fuzzy Network (CNFN) which integrates fuzzy logic and deep CNN. The combination brings together the advantages of both fuzzy logic and CNNs in extracting useful high-level features from ambiguous data. A preliminary version of this work is presented in Nguyen, Kavuri, and Lee (2018) called fuzzy convolutional neural network (FCNN), from which the fully connected (FC) layer is replaced with ANFIS to make the proposed CNFN more interpretable. In Nguyen et al. (2018), we only perform text sentiment analysis, while the current article proposes a multimodal emotion understanding framework that uses complementary information from text, audio, and visual modalities. The proposed framework fuses features extracted from multiple modalities to be input to an adaptive neuro-fuzzy inference system (ANFIS) classifier. However, to understand, trust, and manage the outcome of the proposed framework, it is important to understand how these systems arrive at a conclusion. Except for the network output, the middle-layer representations of deep CNN are not interpretable. In this paper, we are interested in visualizing, explaining and interpreting deep learning models, and therefore our focus is on understanding how intelligent agents can explain their decisions. Therefore in this article, we present a causality analysis based approach such as directLINGAM, to explain the relevance between features of deep hidden layers that are actually important for emotion understanding to improve the performance of the proposed framework. The critical features from different modalities actually affect the decision selected based on recursive feature elimination (RFE).
The organization of the paper is as follows: in Section 2, we present the related works. In Section 3, we explain the proposed CNFN model architecture. In Section 4, we present the multimodal feature extraction and framework for emotion understanding. In Section 5, the results of the experiment are discussed. In Section 6, we conclude our results and present our future plans.




Section snippets
Related work
Image emotion understanding and Image aesthetic assessment are emerging areas of research for their potential in high-level vision applications. However, emotions are essentially subjective and different people may perceive the same image differently (Cambria et al., 2013). Although CNNs gained popularity in image aesthetics assessment and emotion recognition, they are used in a ‘black box’ manner, lacking transparency and interpretability. Existing studies do not attempt to quantify or
The proposed CNFN model
The architecture of the proposed CNFN is based on the traditional CNN, with some convolutional layers and a fully connected layer. Each convolutional layer usually consists of a convolution step, followed by a nonlinearity step, and finally a pooling step. The conceptual framework of the proposed CNFN with three stages is shown in Fig. 1. In the first stage of CNFN, the input data are processed in fuzzification layer to make the fuzzy logic representation. Consequently, the fuzzy representation 
Multimodal framework for emotion understanding
As shown in Fig. 2, the proposed multimodal CNFN is composed of three individual streams, i.e., the audio CNFN processes audio signals, the visual network processes visual data, and the text CNFN extracts text features from subtitle data. The output features of these three networks are fused at feature level for multimodal emotion understanding of short movie clips. In order to learn a deeper feature for classification, the concatenated high-level audio–visual–text feature vectors are served as 
Experiments and results
The experimental discussions are mainly divided into two parts. In the first part, CNFN is tested on each modality separately, and in the second part, we employ the feature selection and feature fusion to create a multimodal classifier using trained CNFNs on COGNIMUSE dataset. COGNIMUSE database (Zlatintsi, Koutras, Evangelopoulos, Malandrakis, Efthymiou, Pastra, Potamianos, & Maragos, 2017) is a multimodal video-oriented database annotated with semantics, audio and visual events as well as
Conclusion
Fuzzy modeling has many advantages over the non-fuzzy methods, such as robustness against uncertainties and less sensitivity to the varying dynamics of nonlinear systems. On the other hand, deep learning with high-level feature abstraction is good for big data feature learning. This paper takes advantages from deep learning, fuzzy modeling, and neural networks and proposes a hybrid deep learning based neuro-fuzzy model, called CNFN, which integrates fuzzy logic and CNN, for emotion
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	Protein coding regions prediction by fusing DNA shape features
2024, New Biotechnology

Show abstract
Exons crucial for coding are often hidden within introns, and the two tend to vary greatly in length, which results in deep learning-based protein coding region prediction methods often performing poorly when applied to more structurally complex biological genomes. DNA shape information also plays a role in revealing the underlying logic of gene expression, yet current methods ignore the influence of DNA shape features when distinguishing coding and non-coding regions. We propose a method to predict protein-coding regions using the CNNS-BRNN model, which incorporates DNA shape features and improves the model's ability to distinguish between intronic and exonic features. We use a fusion coding technique that combines DNA shape features and traditional sequence features. Experiments show that this method outperforms the baseline method in metrics such as AUC and F1 by 2.3% and 5.3%, respectively, and the fusion coding method that introduces DNA shape features has a significant improvement in model performance.




	Application of neuro-fuzzy ensembles across domains: A systematic review of the two last decades (2000–2022)
2023, Engineering Applications of Artificial Intelligence

Show abstract
Neuro-fuzzy systems have received considerable attention from academia in the last decade. They can provide a tradeoff between the performance of artificial neural networks and the interpretability of fuzzy inference systems expressed through fuzzy rules. Single techniques do not always provide the optimal performance, especially when the results are susceptible to changes in the data or hyperparameters. Therefore, ensemble learning can be used to build a more stable and robust model. In this paper, a systematic literature review of studies evaluating neuro-fuzzy ensembles was performed to highlight the importance of ensemble learning and its role in improving the performance of neuro-fuzzy systems. Many aspects are highlighted, including publication years, sources, contribution types, application domains, single neuro-fuzzy systems, ensemble techniques, and the overall performance and interpretability. A total of forty-eight articles published from 2000 to March 2022 addressing the use of neuro-fuzzy ensembles in different engineering applications were selected and analyzed. Results show that: (i) Takagi–Sugeno–Kang neuro-fuzzy systems are the most evaluated category, especially the ANFIS single. (ii) Homogeneous ensembles, in particular boosting, are the most investigated. (iii) Logical, relational and ANFIS ensembles are outperforming. And (iv) The interpretability of neuro-fuzzy ensembles was not thoroughly investigated, but based on the number of rules, logical systems were the best.




	Hesitant convolutional neural networks and intelligent drive algorithm fused subjective guidance
2023, Applied Soft Computing

Show abstract
In response to the low-carbon development strategy, the new energy vehicle has become one crucial and recognized tool to satisfy the emission reduction requirements, the representative advance of the new energy vehicle is its intelligent drive technique. This paper introduces the driver’s subjective guidance to further improve the intelligent drive technique. To do this, the hesitant convolutional neural networks (HCNN) are proposed to deal with the above issue, in which the hesitant fuzzy set is used to fully describe the subjective guidance information. Thus, the different driver’s personalized needs can be considered and fused into the intelligent drive algorithm to achieve the intelligent drive technique of new energy vehicles. Note that the innovation and difference of the proposed method are the subjective guidance fusion and its generalized presentation but not the intelligent drive calculation. After that, the data downward partition model and weight secondary matching calculation are developed based on the HCNN to fully describe and process the hesitant fuzzy subjective guidance information. Furthermore, the intelligent drive algorithm considering the driver’s subjective guidance is provided according to the above methods. Finally, an illustrative example is given to show the effectiveness of the proposed algorithm in the given drive scenario.




	A novel bitwise arithmetic optimization algorithm for the rule base optimization of deep neuro-fuzzy system
2023, Journal of King Saud University - Computer and Information Sciences

Show abstract
The novel Deep Neuro-Fuzzy System (DNFS) has attracted significant attention from researchers due to the model's adaptability and rule-based structure. The model has been successfully implemented in various real-world applications. However, despite its success, the DNFS experience difficulties applying high-dimensional data. The rule base in the DNFS expands exponentially with the number of features affecting the transparency of the model. Additionally, the typical gradient-descent (GD) technique used in the DNFS rule-base optimization frequently encounters the issue of being trapped in local minima. This study aims to introduce a modern optimization approach to address these drawbacks. Therefore, the novel Bitwise Arithmetic Optimization Algorithm (BAOA) has been proposed in this work. The BAOA method has been implemented as a feature selection approach to solve the large rule base problem due to applying high dimensional data. Moreover, the DNFS’ rule base optimization was carried out using the proposed BAOA algorithm to escape the local minima issue owing to the GD algorithm. The simulation results obtained on twelve benchmark datasets illustrated that the BAOA has been able to select the least number of features from high-dimensional data with an average accuracy of 95.53%. In terms of rule base optimization, the novel BAOA achieved better performance with average training and testing accuracies of 96.87% and 96.25%, respectively, on benchmark datasets compared to the Arithmetic Optimization Algorithm (AOA) (average training and testing accuracies of 95.66% and 94.54%) and GD-based optimization (average training and testing accuracies of 94.07% and 93.19%). Additionally, the Wilcoxon test revealed a significant difference between the performances of the proposed BAOA algorithm and comparative methods. The findings indicate that the proposed BAOA approach is highly effective for high-dimensional real-world problems.




	An embedded deep fuzzy association model for learning and explanation
2022, Applied Soft Computing
Citation Excerpt :
In addition, the pooling layers tend to introduce negative effects [21] and ReLu layers tend to limit the representational power [22] of the CNN in this work for time series forecasting problems. Likewise, the approach in [37] lacks the exploration of removing the ReLU layers, not mentioning the nonlinear mappings are inherent in the fuzzification and defuzzification processes. In addition, their work utilized an additional ANFIS model to replace the fully connected layer with the aim of interpreting the learning.



Show abstract
This paper explores the complementary benefits of embedding a deep learning model as a fully data-driven fuzzy implication operator of a five-layer neuro-fuzzy system for learning and explanations for the predictions of both steady-state and dynamically changing data. In traditional Mandani-type neuro-fuzzy systems, the entailment performed by the implication is realized using the fuzzy implication operator based on the fuzzy rules formed in the rule base during encoding and recall. Given the presence of a group of test data that are significantly different from the training data, the realization of entailments through the use of the implication operator based on the fuzzy rules formed in traditional neuro-fuzzy systems may not be adequate. This paper attempts to adopt a more direct approach by embedding a deep learning model in the neuro-fuzzy system to serve as a fuzzy implication operator, thereby allowing the data-driven learning of fuzzy implication using the deep structure to provide a close correspondence to the real-world entailment of data. In addition, embedding the neuro-fuzzy architecture within the deep learning model allows the comprehension of the learning and explanation of the reasoning of the deep network. The induced fuzzy association rules impart transparency to the deep learning based implication using a common set of semantic meanings, which are amenable to human interpretability. The effectiveness of the proposed model is evaluated on a continuously stirred tank reactor dataset and three financial stock prediction datasets. Experimental results showed that the proposed model outperformed other state-of-the-art techniques based on the four datasets, which contain high levels of uncertainties.




	Optimizing deep neuro-fuzzy classifier with a novel evolutionary arithmetic optimization algorithm
2022, Journal of Computational Science
Citation Excerpt :
The DNFS approach utilizes the DL ability along with FIS to generate fuzzy rules forming a reasoning ability in the network. The DNFS model holds the capability of processing imprecise and ambiguous data with fuzzy IF-THEN rules to make the models more interpretable [34]. Although DNFS is still relatively a new concept, the current literature shows a positive rise in implementing DNFS models in applications including image classification [35–38], text classification [39], finance and economics [40–43], healthcare [9,10,44–47], cloud computing [48], traffic management [49–52], and many others.



Show abstract
Deep Neuro-Fuzzy System has been successfully employed in various applications. But, the model faces two issues: (i) dataset with many features exponentially increases the fuzzy rule-base, (ii) parameters in the fuzzy rule-base are optimized using the gradient descent approach, which has the drawback of local minima. Therefore, this study aims on improving the model’s accuracy by proposing Arithmetic Optimization Algorithm. The outcomes using the Arithmetic Optimization Algorithm for feature selection have not only reduced the burden of implementing a huge dataset, but the Arithmetic Optimization-based deep neuro-fuzzy system has outperformed with 95.14% accuracy compared to the standard method with 94.52%.
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