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Highlights

	•Novel single-image automatic depth map synthesis using 3D terrain model is proposed for outdoor photographs.

	•Potential local inaccuracies in synthetic depth are eliminated with novel free-form warping method.

	•Diverse image enhancement applications of synthetic depth maps are explained and demonstrated.




Abstract
Image enhancement tasks can highly benefit from depth information, but the direct estimation of outdoor depth maps is difficult due to vast object distances. This paper presents a fully automatic framework for model-based generation of outdoor depth maps and its applications to image enhancements. We leverage 3D terrain models and camera pose estimation techniques to render approximate depth maps without resorting to manual alignment. Potential local misalignments, resulting from insufficient model details and rough registrations, are eliminated with our novel free-form warping. We first align synthetic depth edges with photo edges using the as-rigid-as-possible image registration and further refine the shape of the edges using the tight trimap-based alpha matting. The resulting synthetic depth maps are accurate, calibrated in the absolute distance. We demonstrate their benefit in image enhancement techniques including reblurring, depth-of-field simulation, haze removal, and guided texture synthesis.
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Introduction
A limited configuration in taking photographs does not always lead to the highest quality, and often motivates enhancement of photographs. Computational photography has addressed such limitations, which introduces additional flexibility on focus, exposure, and depth [1], [2], [3]. Among them, depth information, on which we focus here, can greatly facilitate diverse image manipulations, such as refocusing, dehazing, texture synthesis, and image editing [4], [5], [6], [7].
Outdoor photographs (e.g., natural landscapes) represent by far the biggest group in many media services [8], but their direct depth estimation poses a challenge. They are usually monocular, which has a low chance to work with typical structure-from-motion. Within-image features, such as airlights or textures [9], [10], help, but are not always available. Range sensors [11] are applicable only to limited distance ranges (only up to tens of meters).
One better alternative can be an indirect estimation from a 3D terrain model, which renders the reference depth map as previously suggested by Kopf et al. [12]. The terrain model is already available for the whole planet and recent photographs are usually geo-tagged (e.g., the global positioning system; GPS), which can serve as a strong external cue. Further, this approach can be distinguished for its higher resolution and accuracy; the direct estimation may yield a coarser resolution or wrong outcomes.
However, the 3D terrain model may be insufficient in its resolution and details (e.g., textures and objects). Also, a precise registration between real and virtual views is challenging, where the alignment errors result in visible artifacts in edited images. Manual registration starting at a rough initial guess can help [13], but is laborious and inappropriate for massive batch processing.
In this work, we present a fully automatic framework for depth-map generation and alignment for an outdoor photograph. A virtual camera is first localized with the geo-tagging information of a photo and recent camera pose estimation techniques. Then, the 3D terrain model is rendered at the virtual camera to produce an initial approximate depth map. Local inaccuracies, resulting from the rough registration and insufficient details of the model, are subsequently reduced using our novel automatic free-form warping. We first align discontinuities in the synthetic depths with photo edges using the as-rigid-as-possible image registration. The shape of the edges is further refined using the tight trimap-based alpha matting. The resulting depth map, synthesized from the geo-referenced terrain model, is absolute (calibrated in meters). We show its benefit in image enhancement tasks, including refocusing, defocus manipulation (see Fig. 1), dehazing, and texture synthesis.



Section snippets
Related work
We briefly review previous work on depth map reconstruction and its major applications including defocus manipulation and dehazing.
Automatic depth-map generation and alignment
In this section, we describe our fully-automatic approach to depth-map generation from a single color image as well as a technique used for the final depth map refinement (see Figs. 2 and 3 for summary).
Qualitative evaluation
Our system produces absolute depth maps in high quality; see Fig. 5 (right). Unlike ours, the previous methods operating directly on image pixels [48], [63] may result in relative and noisy distances; Fig. 5 (middle). The depth map quality comparable to our rigid alignment can be achieved with the manual model-to-photo alignment [12], but our results can be produced automatically and in a shorter time, as discussed below. Moreover, the manual alignment may also benefit from our free-form
Applications of absolute depth maps
This section demonstrates several applications that profit from our automatic depth map generation. In particular, we present a novel image refocusing/defocusing algorithm that benefits from the known absolute distances stored in the depth map. We also show further benefits of our approach in dehazing, and guided texture synthesis.
Conclusions and discussions
In this paper, we proposed an automatic approach to acquire depth maps of natural landscape images. The absolute depth is rendered from a digital elevation model, that is automatically aligned with the input photograph. To match the tiny details of the photograph, which are not necessarily captured in the model, we proposed a free-form warping step. In this way, we obtained accurate depth maps calibrated in absolute distances. We showed this was beneficial in image editing and enhancement, in
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