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                                     Abstract
Deep learning models are vulnerable to specifically crafted inputs, called adversarial examples. In this paper, we present DA3G, a novel method to reliably detect evasion attacks on neural networks. We analyse the behaviour of the network under test on the given input sample. Compared to the benign training data, adversarial examples cause a discrepancy between visual and causal perception. Although visually close to a benign input class, the output is shifted at the attacker’s will. DA3G detects these changes in the pattern of the gradient using an auxiliary neural network. Our end-to-end approach readily integrates with a variety of existing architectures. DA3G reliably detects known as well as unknown attacks and increases the difficulty of adaptive attacks.
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Appendices
A Network Architectures
For our evaluation, we applied DA3G on a variety of common NN architectures. We give an in-depth overview of the respective parameters in Table 4.
Table 4. Architectures, training settings, and clean accuracy of the target NNs.Full size table


B Adaptive Attacks
We show our results for F-MNIST in Fig. 3.
Fig. 3.
Adaptive attacks on the Fashion-MNIST models. The dashed lines show the number of C&W steps required such that at least 80% of all attacks on the protected model were successful.


Full size image


C PGD Attack Step Size
We evaluated multiple hyperparameters to increase the strength of the adaptive attacks. In Table 5, we list the PGD step sizes chosen for the final models. For the grey-box experiments, we used Foolbox’s [31, 32] default values relative to \(\epsilon \).
Table 5. PGD step sizes during the adaptive attacks.Full size table
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