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ABSTRACT 

 

Weather Forecasting is the attempt to predict the weather conditions based on 

parameters such as temperature, wind, humidity and rainfall. These parameters 

will be considered for experimental analysis to give the desired results. Data used 

in this project has been collected from various government institution sites. The 

algorithm used to predict weather includes Neural Networks(NN), Random 

Forest, Classification and Regression tree (C &RT), Support Vector Machine, K-

nearest neighbor. The correlation analysis of the parameters will help in 

predicting the future values. This web based application we will have its own chat 

bot where user can directly communicate about their query related to Weather 

Forecast and can have experience of two-way communication. 

Keywords : Weather Forecast, Neural Network, Prediction , Parameters, Analysis, 

Correlation 

 

 

I. INTRODUCTION 

 

Weather forecasting is the prediction of what 

the atmosphere will be like in a particular place 

by using technology and scientific knowledge to 

make weather observations. In other words, it’s a 

way of predicting things like cloud cover, rain, 

snow, wind speed, and temperature before they 

happen. 

 

Should you wear a raincoat or a sweater today? 

Should you go to a particular place or not? These 

are all everyday questions we might only be able 

to answer with the help of a weather forecast. 

When dangerous weather conditions like 

hurricanes or snowstorms arrive, our choices 

about what we should or shouldn’t do can often 

mean the difference between life and death. 

 

There is a vast variety of end-users to weather 

forecasts. Weather warnings are important 

forecasts because they are used to protect life and 

property. Forecasts are based on temperature, 

and therefore to traders within the commodity 

market. Weather forecasts are made by 

collecting as much data as possible about the 

current state of the atmosphere (particularly the 

temperature, humidity and, wind) and using an 

understanding of atmospheric processes(through 

meteorology) to determine how the atmosphere 

http://ijsrcseit.com/
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evolves in the future. Weather forecasting is a 

vital application in meteorology and has been 

one of the most scientifically and technologically 

challenging problems around the world in the 

last century.     

 

Weather forecasts are made by collecting 

quantitative data about the current state of the 

atmosphere at a given place. Once calculated by 

hand based mainly upon changes in pressure, 

current weather conditions, and sky condition or 

cloud cover, weather forecasting now relies on 

computer-based models that take many 

atmospheric factors into account. Forecasting 

weather is one of the hardest and most 

complicated things scientists do daily. 

Meteorologists use many tools to tackle the job 

of weather forecasting. Many starts by looking at 

images provided by weather satellites. A piece of 

single satellite information holds tons of 

information. A meteorologist looking at this 

image could tell where the mild air is, where the 

cold and warm storms are, and even identify 

stormy weather.   

 

Human input is still required to pick the best 

possible forecast model to base the forecast upon, 

which involves pattern recognition skills, 

teleconnections, knowledge of model 

performance, and knowledge of model basis. The 

inaccuracy of forecasting is due to the chaotic 

nature of the atmosphere, the massive 

computational power required to solve the 

equations that describe the atmosphere, the error 

involved in measuring the initial conditions, and 

an incomplete understanding of atmospheric 

processes. Hence, forecasts become less accurate 

as of the difference between the current time 

and the time for which the forecast is being 

made increases. The use of ensembles and model 

consensus helps narrow the error and pick the 

most likely outcome.   

 

II. LITERATURE SURVEY 

 

On a worldwide scale large numbers of attempts 

have been made by different researchers to 

forecast Weather accurately using various 

techniques but due to nonlinear nature of 

Weather prediction accuracy obtained by these 

techniques is still below the satisfactory level. 

 

Sarma , Konwar and Das shows that Artificial 

Neural Network (ANN) can also combined with 

different methods . A neural network model for 

rainfall retrieval over ocean remotely sensed 

microwave (MW) brightness temperature (BT). 

They proposed soft computing approach for 

rainfall prate over ocean using online feature 

selection , clustering , and hybrid neural 

network 

 

F. Mekanik and M. A. Imteaz  found that rainfall 

is also affected by  the key modes of complex 

climate variables . Few attempts have been made 

to establish the combined effect of these indices 

on rainfall in order to develop a better 

understanding in forecast system. 

 

Artificial neural network have been extensively 

used in these days various aspect of science and 

engineering because  of its availability to model 

both linear and nonlinear system without the 

need to assumption make assumption as are 

implicit in more traditional statistical 

approaches . Vamsithar , Rao and Satayapati  use 

the back propagation neural network model for 

predicting the rainfall based on humidity , dew 

point and pressure in the country INDIA . Two-

Third of the data was used for training and One-

Third for testing . The number of training 

patterns is 250 training and testing patterns 

are120 . In the training they obtained 99.79% of 

accuracy and in Testing 94.28% of accuracy. 
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These result can predict the rainfall for the 

future . For rainfall prediction,  Artificial Neural 

Network  was applied and the rainfall was 

predicted in INDIA . According to the result 

back propagation neural network were 

acceptably and can be use for predicting the 

rainfall . So by using this method of prediction 

we can find the amount of rainfall in the region 

by using the attributes like humidity , dew point 

and pressure. 

 

Luk, Ball and Sharma described that due to 

complexity of the atmospheric processes by 

which rainfall is generated and the lack of 

available of data on the necessary temporal and 

spatial scales, it is not feasible generally to 

forecast rainfall using a physically based process 

model.  

 

TV Rajinikanth et al. has proposed a 

methodology for analyzing the metrological data 

that is very much suite in  particular  to  the  

Indian  weather  environments  using  data  

mining  techniques.  The  related  data  is  

grouped basing on k means algorithm,a decision 

tree is used for predicting the observations.  

 
III. IMPLEMENTATION 

 

Five data-mining algorithms, neural network 

(NN), random forest, classification and regression 

tree (C&RT), support vector machine (SVM), and 

k-nearest neighbour (k-NN) were used to build 

the prediction models. NN consists of a group of 

interconnected neurons, creating it AN adaptive 

system that may amendment its structure 

supported external or internal data flowing 

through the network throughout the learning 

phase. NNs are sometimes wont to model 

advanced relationships between input and 

output variables.. Random forest combines call 

tree predictors in an exceedingly method that 

every tree depends on the values of a random 

vector sampled independently and with an 

equivalent distribution for all trees in the forest. 

It integrates a sacking plan and a random 

selection of options in constructing a set of call 

trees. C&RT, popularized by Breiman, may be a 

statistic technique manufacturing logical if–then 

rules that are simple to interpret. AN SVM may 

be a supervised learning technique used for 

classification and regression analysis. SVM 

constructs one or a collection of hyper planes in 

an exceedingly high or infinite dimensional 

space. The key advantage of SVM is that the use 

of kernel functions creating SVM appropriate for 

modelling in advanced nonlinear domains. k-NN 

is AN instance-based learning method 

accounting for contributions of the neighbours. 

It offers sensible performance for a few 

categories of applications. 

 

The whole project is developed using frequent 

pattern algorithm in the following data diagram 

This project is completed in five stages i.e. Data 

Collection, Data Pre- Processing, data Filtration, 

Data Selection and Data Transportation 

 
 

Data Collection: Data used in this project has 

been collected from various government sites 

such as: data.gov.in, India stat, India 

meteorological department. 

http://www.indiameteorological/
http://www.indiameteorological/
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Data Pre-processing: In this stage, a standardized 

format for the information model was developed 

that took care of missing data, finding duplicated data, 

and removing of dangerous data. Finally, the cleaned 

information was re-modelled into a format 

appropriate for data mining. 

 

Data Filtration: At this stage, knowledge relevant to 

the analysis was selected and retrieved from the 

dataset.  

 

Data Selection : At this stage , relevant data is 

retrieved from the dataset for the analysis. 

 

Data Transportation : This stage is also known as data 

consolidation . In this selected data is transformed in 

appropriate form for data mining. 

 

The meteorological dataset had eight (8) attributes, 

their kind and outline is presented in Table 1, 

whereas associate analysis of the numeric values is 

bestowed in Table 2. Because of the character of the 

Cloud Form knowledge wherever all the values are 

identical and therefore the high percentage of 

missing values within the sunshine knowledge each 

were not employed in the analysis. 

 

Table 1 : Attributes of Meteorological Dataset 
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This is conjointly called knowledge consolidation. it's 

the stage in which the chosen knowledge is re-

modelled into forms appropriate for data mining. the 

info file was saved in Commas Separated price (CVS) 

file format and therefore the datasets were 

normalized to scale back the impact of scaling on the 

data. The following table show the analysis of 

numeric vales: 

 

Table 2. Analysis of numeric data values 

 

N

o 

Variable Min Max Me

an 

MA

E 

MS

E 

SD 

1 Month June

(1) 

June(

30) 

       

- 

        

- 

        

- 

        

- 

2 Year 201

5 

2015        

- 

        

- 

        

- 

        

- 

3 Temper

ature 

27 32 29.

5 

0.59

57 

1.06

37 

0.69

81 

4 Humidi

ty 

73 82 77.

5 

0.59

57 

1.06

37 

0.69

81 

5 Wind 

Speed 

6 23 14.

5 

0.59

57 

1.06

37 

0.69

81 

6 Sea 

Level 

Pressure 

999 1007 100

3 

0.59

57 

1.06

37 

0.69

81 

7 Rainfall Rain Rain Rai

n 

Rai

n 

Rai

n 

Rai

n 

 

Mean Absolute Error (MAE): It is a unremarkably 

used quantity in time-series analysis that measures 

however shut the predictions are to the observations. 

Mean Square Error: It measures the difference 

between the  predicted model and the value shown 

by an actual observer. It includes the variance of the 

predictive model and the variance. The error of an 

angle is one of the most widely used measures of 

success in numerical predictions. This value is 

calculated with the following formula. It is based on 

the difference in the square mean between each 

calculated value and the corresponding value. 

Standard Deviation: Measures the distinction 

between values inexplicit by the prediction model 
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and true observations. It incorporates each the 

variance of the prediction model and its bias. It 

indicates what quantity variation exists within the 

values from the average. it's commonly accustomed 

live confidence in applied math conclusions. 

 

IV. RESULT 

 

On collected data sets we apply FPG Algorithm in 

correct measurement. And calculate the MSE, SD & 

MAE with the help of basic equations to evaluate 

prediction of Rainfall.  

 

Weather forecasting is the attempt to predict the 

weather conditions at some future time. The 

algorithm we use here are Neural Networks (NN), 

Random Forest, Classification and Regression tree (C 

&RT), the support vector machine, k-nearest 

neighbor and its technical method to analyze the data 

and predict the weather. The parameters used to 

classify weather are humidity, rainfall, temperature. 

Data used in this project has been collected from 

data.gov.in and www.indiastat.com. 

 

The project is completed in four stages i.e. Data 

Collection, Data Pre-Processing, Data Filtration, Data 

Selection and Data Transportation which has been 

shown in the project flow diagram. 

 

On collected data sets we apply FPG algorithm in 

correct measurement. And calculate the MSE, SD and 

MAE with help of basic equations to evaluate 

prediction of rainfall. This work is essential to study 

climatic changes because of variations in weather 

conditions and they can be studied using these data 

mining techniques.  

 

 
 

V. CONCLUSION 

 

In this word Frequent Pattern Growth algorithm is 

applied to obtain decision trees and rules for 

classifying weather parameters such as humidity, 

rainfall, temperature and wind speed. The data sets 

we used in this project are collected from data.gov.in, 

www.indiastat.com for Shimla Himachal Pradesh. On 

the collected datasets we use FPG algorithm and 

calculate SD, MSE and MAE. These calculations are 

more accurate than present model. With FPG 

algorithm predictions are more accurate than neural 

network. This work is essential to study climatic 

changes because of variations in weather conditions 

like wind speed, rainfall and temperature. And they 

can be studied using these data mining techniques. 
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