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Introduction
Depression is a common mood disorder that is characterized by 

sadness, loss of interest, feelings of guilt or low self-worth, and poor 
concentration [1]. It can be long-lasting or recurrent, and can have a 
significant impact on individuals and their families, and even on society 
as a whole [2]. However, effective depression treatment is limited by 
current diagnostic methods, which depend excessively on the experience 
of the clinicians and on the cooperation of the patient, risking a range 
of objective biases [3]. Therefore, it is particularly important to look 
for new objective and convenient methods that assist clinicians in 
their diagnosis [4]. Affective sensing technology provides the potential 
possibility of objective depression recognition, and many researchers 
have aimed at the characterization of depression using physiological 
and behavioral signals (e.g., facial expression, body gesture, speech, 
eye movement, etc.) [5-7]. Among these signals, speech signals can be 
collected easily by a cheap, non-invasive, and portable instrument [8]. 
Hence, many researchers have focused on the use of speech signals for 
depression recognition [9,10]. 

Speech, which can serve as one of the most convenient means of 
communication, contains not only semantic information but also 
emotional characteristics and the state of the speaker [11]. The voice 
of depressed individuals reflects the perception of qualities such as 
monotony, slur, and less fluctuation [12]. Some researchers have 
supported the feasibility and validity of depression detection in speech 
signals [13,14], and many studies have focused on the correlation 
between depression and speech parameters [15,16]. Darby et al. found 
that listeners could perceive a change in the pitch, loudness, and speaking 
rate of depressed patients [17]. Hollien et al. suggested that depressed 
patients use different speaking patterns and highlight some potential 
characteristics: reduced speaking intensity, reduced pitch range, slower 
speech, reduced intonation, and a lack of linguistic stress [18]. Low 

et al. found that the first three formant frequencies and bandwidths, 
grouped together, had significant differences between their depressed 
and control patients (p<0.05) [19]. In addition, jitter and shimmer 
features have also been analyzed in the detection of depression, where 
jitter was found to be higher and shimmer lower [20,21]. Some papers 
on depression have reported a relative shift in energy from lower to 
higher frequency bands [16,22]. Furthermore, Mel-Frequency Cepstral 
Coefficients (MFCCs), Linear Prediction Coefficient (LPC), and Line 
Spectrum Pair (LSP) are all some of the most popular spectral features 
used in detecting depression in speech [23,24]. 

With the development of machine learning and affective sensing 
technology, many approaches on the automatic detection of depression 
using speech signals have been investigated lately [25,26]. A wide 
range of features have been explored for the automatic classification 
of depressed speech. Shankayi et al. collected speech data by reading 
emotional and scientific texts, and investigated the influences of some 
speech features (e.g., pitch, energy, formants, some glottal features, etc.) 
using a Support Vector Machine (SVM); they found that the scientific 
text speech worked better than the emotional speech [27]. Alghowinem 
et al. analyzed voiced, unvoiced, and mixed speech on interview 
speech data sets [28] and suggested that both mixed and unvoiced 
speech were useful in detecting depression. In their series of studies, 
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Abstract
Depression is a severe mental health disorder with high societal costs. Despite its high prevalence, its diagnostic 

rate is very low. To assist clinicians to better diagnose depression, researchers in recent years have been looking at 
the problem of automatic detection of depression from speech signals. In this study, a novel multi-classifier system 
for depression detection in speech was developed and tested. We collected speech data in different ways, and we 
examined the discriminative power of different speech types (such as reading, interview, picture description, and 
video description). Considering that different speech types may elicit different levels of cognitive effort and provide 
complementary information for the classification of depression, we can utilize various speech data sets to gain a better 
result for depression recognition. All individual learners formed a pool of classifiers, and some individual learners with 
a high diversity and accuracy in the pool were selected. In the process, the kappa-error diagram helped us make 
decisions. Finally, a multi-classifier system with a parallel topology was built, and each individual learner in this system 
used different speech data types and speech features. In our experiment, a sample of 74 subjects (37 depressed 
patients and 37 healthy controls) was tested and a leave-one-out cross-validation scheme was used. The experiment 
result showed that this new approach had a higher accuracy (89.19%) than that of single classifier methods (the best 
is 72.97%). In addition, we also found that the overall recognition rate using interview speech was higher than those 
employing picture description, video description, and reading speech. Furthermore, neutral speech showed better 
performance than positive and negative speech.
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Depression Scale (SDS) [36], Diagnostic and Statistical Manual 
of Mental Disorders (DSM-IV) [37], Hamilton Depression 
Scale (HAMD) [38], etc. The following were sample questions: 
If you have a vacation, please describe your travel plans (positive 
emotions). How do you evaluate yourself (neutral emotions)? Is 
there anything that makes you feel sorry or remorseful (negative 
emotions)?

•	 Picture description: This part comprised six pictures. There 
were three facial expressions and three scene pictures that 
expressed a positive, neutral, and negative emotion. These 
pictures were selected from the Chinese Facial Affective Picture 
System (CFAPS) [39] and Chinese Affective Picture System 
(CAPS) [40]. After observing the picture, the participants were 
asked to describe the contents of the picture and what they 
thought of them.

•	 Video description: Three types of video clips were selected, 
and the duration of each of them was 1 min. These video clips 
were all from the Chinese Affective Video System (CAVS) [41]. 
A comedy clip, which was excerpted from an animation series 
entitled Larva, expresses positive emotions. Neutral emotional 
video clips were excerpted from a documentary entitled Space 
Millennium, and the negative ones were excerpted from a film 
entitled Bodyguards and Assassins. 

During the course of our experiments, voice data were collected in 
a quiet, soundproof room without any other interference. The ambient 
noise of the experiment was less than 60 dB. The voice signals were 
collected with 44.1 kHz sampling rate and 24-bit sampling bits and 
saved in WAV format. To be included in the study, the participants 
must be 18-55 years old, could be male or female, and must be a Chinese 
speaker. Before the experiment, each participant was asked to fill in 
some questionnaire that contains information such as age, gender, 
educational level, health condition, etc. The Beck Depression Inventory 
(BDI) scores of the participants were tested too, which were used to help 
us distinguish the categories of the participants.

All subjects were divided into two groups: depressive patients (DP) 
and healthy persons (HP). Depressive patients were persons who were 
all diagnosed with depression by a psychiatrist and whose BDI scores 
were higher than 14. Healthy persons were all persons who have had 
no history of depression or other mental disorder in the past or in the 
present and whose BDI scores were lower than 14. Careful editing and 
inspection of each sample ensured that only high-quality recordings 
without noise and unwanted interference were selected. After the 
completion of the selection process, a subset of 37 control and 37 
depressed subjects were chosen. The basic information of the subjects 
is summarized in Table 1. We gave a gender balance between the DP 
group and the HP group. The actual class labels were set to be equal to 
+1 for the DP and-1 for the HP.

Each of the 74 subjects presented four different speech recordings, 
which were reading, interview, picture description, and video 

these authors used some features such as energy, intensity, loudness, 
jitter, shimmer, HNR, MFCC, etc. In recent years, several studies have 
attempted to identify which speech types and emotions provide the 
most reliable recognition of depression. Some researchers investigated 
the performance of interview speech and reading speech data sets, and 
they verified that the overall recognition rate using spontaneous speech 
was higher than that using reading speech [29]. Liu et al. employed 
the methods of reading, interview, and picture description to establish 
a Chinese language database for depression recognition [30]. They 
tested the performance of three widely used classifiers (SVM, naïve 
Bayes, and random forest) on a large voice feature data set and further 
testified to the effectiveness of evaluating depression severity using 
speech [13]. Different speech types and emotions may elicit different 
levels of cognitive effort and various emotional effects, producing 
changes in speech acoustics that affect the depression recognition 
[31]. By considering that various speech data sets collected in different 
ways can provide complementary information for the classification of 
depression, we can utilize various speech data sets to gain a better result 
for depression recognition than that using only one speech data set. 

In this paper, we propose a new multi-classifier system that combines 
different speech types and emotions. Multi-classifier systems have 
created considerable excitement in the machine learning community 
because of the potential to greatly increase the classification accuracy [32-
34]. The system performs information fusion of classification decisions, 
overcoming the limitations of traditional approaches based on single 
classifiers. The design of the whole system is divided into three steps: 
construction of the classifier pool, selection of individual learners, and 
combination of classifiers. Finally, our system is structured in a parallel 
topology consisting of several SVMs. Each individual learner (SVM) 
uses different speech data types and voice features. This gathers the 
strengths of the individual learners, obtaining enhanced performance 
by their combination. Another contribution of this paper is that we 
also investigated the impact of different speech types and emotions in 
depression detection. First, the study investigated the discriminative 
power of four speech types-reading, interview, picture description, 
and video description-for the recognition of depression using an SVM. 
Second, our research determined the different classification results of 
three speeches emotions-positive, neutral, and negative. 

In the remainder of the paper, Section II describes the speech 
database that was collected for this study. Section III introduces the 
new depression prediction method. Following this, we showed our 
experiment results in Section IV. And the discussion of the experiments 
can be found in Section V.

Speech Data Collection
The procedure of speech data collection includes four parts: reading, 

interview, picture description, and video description. Each part can be 
divided into three groups in terms of its induced emotion: positive, 
negative, and neutral emotion. Details of the experiment are as follows:

•	 Reading: This part consisted of three short articles. The number 
of words in each article was consistent, and all of them are 
commonly used in Chinese. These materials described different 
scenes that expressed a positive emotion, neutral emotion, and 
negative emotion respectively. These text materials contained 
the corresponding emotional words, which came from the 
Chinese Affective Words System (CAWS) [35].

•	 Interview: The interview part contained nine questions: three 
positives, three neutrals, and three negatives. The question 
topics came from some depression scales, such as the Self-Rating 

  Healthy subjects (-1) Depressive Subjects (+1)
Parameter Male Female Male Female

Number 19 18 19 18
Age (years) AVGa: 41.8 AVGa: 31.9 AVGa: 34.7 AVGa: 36.7

  Devb: 10.2 Devb: 12.9 Devb: 9.2 Devb: 12.8
BDI Score AVGa: 4.5 AVGa: 5.2 AVGa: 27.1 AVGa: 30.1

  Devb: 4.0 Devb: 6.2 Devb: 9.3 Devb: 9.4

Table 1: Basic information of subjects.
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involves pre-processing, feature extraction, and classification steps. 
Next, these steps are described separately.

Before the feature extraction, some pre-processing steps are needed. 
Pre-processing mainly includes filtering, framing, windowing, and 
sometimes endpoint detection for some particular feature extraction. 
In our experiment, the frame size was set to 25 ms at a shift of 10 ms 
and used a Hamming window. 

Voice features can be divided into acoustic and linguistic features 
[44]. In this experiment, only acoustic features were extracted since we 
wanted to analyse the characteristics of depressed speech regardless 
of the language used. We computed some low-level descriptors on 
a frame-by-frame basis: short time energy (log Energy), Intensity, 
Loudness, Zero-Crossing Rate (ZCR), F0, jitter, shimmer, formants, 
and Mel Frequency Cepstral Coefficients (MFCCs), Linear Prediction 
Coefficient (LPC), Spectral Centroid, Line Spectrum Pair (LSP), 
Perceptual Linear Predictive Coefficients (PLP), etc. To obtain a 
fixed number of features per item, we computed some functional 
characterizing the statistical and temporal properties of these low-level 
descriptors. These features have been shown to have a favourable effect 
on depression classification, and they can be calculated easily by the 
open SMILE software [45]. All of these features are shown in Table 2. 

description. In addition, each type of speech recording was grouped 
into three categories according to the emotions used in the task: 
positive, neutral, and negative. All in all, there were 12 speech data 
recordings for each subject: positive interview (INT_POS), neutral 
interview (INT_NEU), negative interview (INT_NEG), positive read 
(RED_POS), neutral read (RED_NEU), negative read (RED_NEG), 
positive picture description (PIC_POS), neutral picture description 
(PIC_NEU), negative picture description (PIC_NEG), positive video 
description (VID_POS), neutral video description (VID_NEU), and 
negative video description (VID_NEG) (Table 1).

Method
Figure 1 illustrates the overall framework of the basic classification 

system commonly used in depression recognition [11,42]. The 
procedure includes two main stages: training stage and classification 
stage. The training stage uses a set of data with known classes to build 
a classification model. After the pre-processing, feature parameters 
characterizing the speech acoustics of each class are calculated. Finally, 
a classification model (SVM) for distinguishing between depressive 
patients and healthy persons is built. At the decision-making stage, the 
procedures also include pre-processing and feature calculation, and the 
SVM model is used to provide the final prediction result. In our system, 
these basic steps are necessary too. However, we adopted an ensemble 
learning approach to construct a classifier, and the overall structure is 
shown in Figure 2. In this section, the detailed construction method of 
the multi-classifier system is introduced.

Construction of the individual learners’ pool

Multi-classifier systems (MCS) focus on the combination of some 
individual learners from heterogeneous or homogeneous modeling 
backgrounds to give the final decision [43]. The construction of the 
pool of classifiers is the first step in creating a multi-classifier system. 
In our experiments, the pool of classifiers contained a large number 
of homogeneous classifiers. These individual learners were SVMs, and 
each learner used different speech data types and speech features to 
train the model. As shown in Figure 1, every single learning process 

Figure 1: Overview of the basic classification system for depression re 
cognition using speech signal.

Figure 2: Kappa-error diagram of 15876 classifier pairs (top) and the new 
kappa-error diagram of 126 classifiers (bottom).
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Moreover, the calculation method of the relevant features can be found 
in L. Rabiner and R. Schafer theory [46]. 

SVM is considered the current state-of-the-art classifier and has 
been effectively used in modeling speech information for depression 
recognition [11]. Alghowinem et al. [42] compared four classifiers: 
Gaussian mixture model (GMM), SVM, Hierarchical Fuzzy Signature 
(HFS), and Multilayer Perceptron Neural Network (MLP). They 
concluded that SVM performed the best. SVM is a supervised learning 
model that looks for an optimal hyper plane as a decision function. In 
other words, it hopes that the samples of the separate categories are 
divided by a clear gap that is as wide as possible. New samples are then 
mapped into that same space and predicted to belong to a category based 
on which side of the gap they fall [47,48]. In our experiment, we used 
the LibSVM toolkit [49] to build the model. The Radial Basis Function 
(RBF) kernel function was chosen, and the cost and gamma parameters 
were optimized via a wide range grid search. For dimensionality 
reduction, principal component analysis (PCA) was used before 
building the model. PCA uses an orthogonal transformation to convert 
a set of observations of possibly correlated variables into a set of values 
of linearly uncorrelated variables called principal components [50,51]. 
The percentage of variance retained was set to 95%, which was used 
to determine the number of principal components to retain (Table 2). 

There were 12 speech data sets and 16 speech features that were 
used. Each individual learner used different speech data types and 
speech features to train the model. Therefore, 192 individual learners 
were built. These learners formed a large pool of classifiers. 

Selection of individual learners

Multi-classifier systems are being used to achieve the best 
possible classification by increasing the efficiency and accuracy of the 
classification. In a situation where a number of classifiers are available, 
the simplest approach would be to select all classifiers and use them for 
the classification task.

This approach, although simple and easy to implement, does 
not guarantee a good performance. It is highly probable that worse 
performing classifiers might only add to the complexity of the problem 
and could even provide lower results than those of the worst classifier. 
Thus, we needed to adopt some strategy for selecting the part of the 
classifiers for the multi-classifier system. 

Dietterich et al. [52] indicated that the use of an ensemble of 
classifiers could achieve better recognition rates than those obtained 
through a singular classifier when: (1) the recognition rate of each 
individual learner of the multi-classifier is greater than 0.5 (i.e., not 
random classifiers) and (2) the errors made by each individual learner 
are uncorrelated (i.e., have a high diversity). In other words, multi-
classifier systems will only work when it is possible to build individual 
learners that have a high accuracy and have sufficient independence 
between them [53-55]. Therefore, we needed to select learners with a 
high recognition rate and a high diversity from 192 individual learners. 
At first, we selected the individual learners that had an accuracy of 
better than 0.5. Then, we continued to make a choice on the remaining 
classifiers (126 individual learners).

Our aim was to choose learners with a high recognition rate 
and a high diversity from the pool of individual learners. We used 
classification errors to measure the recognition rates and the kappa 
statistic to measure the diversity. Smaller values of kappa (k) indicate a 
high diversity, k=0 indicates independent classifiers and k=1 indicates 
identical classifiers. The value of k is usually nonnegative; it is negative 
only if the probability of agreement between the two classifiers is even 
below chance [56]. Then, we used a kappa-error diagram to relate 
the two concepts. The kappa-error diagram, which was proposed by 
Margineantu and Dietterich [57], visualizes individual accuracy and 
diversity in a 2D plot (Figure 2). It has been used to decide which 
ensemble members can be pruned without much harm to the overall 
performance [58]. An ensemble of L classifiers is shown on the kappa-
error diagram as a scatterplot of L (L − 1)/2 points, each corresponding 
to a pair of classifiers. The x coordinate of the pair is the value of kappa 
for the two classifiers. The y coordinate of the pair is the average of 
their error rates. The smaller the error, the higher the recognition rate, 
and the larger value of kappa, the higher the diversity. Thus, points that 
are closer to the bottom left corner of the diagram are preferable (high 
diversity and low error). 

Consider the problem of separating the set of training data (x1, y1), 
(x2, y2), … (xm, ym) into two classes, where xi ∈ RN is a feature vector 
and yi ∈{-1, +1} is class label. Suppose the contingency table of two 
classifiers (Ci and Cj) is:

Cj correct (DP,+1) Cj wrong (HP,-1)

Ci correct (DP,+1) a b

Ci wrong (HP,-1) c d

Where the table entries are the number of points jointly classified 
as indicated, and a+b+c+d=N.

The averaged individual error for the pair of classifiers is:

1 2
2 2

c d b d b c de
N N N
+ + + + = + = 

 
           		                  (1)

Kappa is constructed as

1
a dp

N
+

=                      				                    (2)

Where p1 is the observed agreement, i.e., the probability that the 
two classifiers will be both correct or both incorrect when classifying a 
randomly chosen data point, and p2 is the agreement by chance, i.e., the 
probability that the two classifiers will agree by chance on a randomly 
chosen data point. The two quantities are calculated as

1
a dp

N
+

=                       			                                    (3)

Low-level descriptors (LLDs) Functions applied to LLDs
LogEnergy  
Formant (3)  

Intensity  
Jitter  

LogHNR maximum, minimum, range,
Loudness mean, four quantiles and the
LPC (8) distance between them, variance,
LSP (8) standard deviation, skewness,

MFCC (12) kurtosis, coefficient of the liner
Pitch regression and the error

PLP (5)  
Shimmer  

Spectral Centroid  
Spectral Entropy  

Spectral Flux  
ZCR  

Table 2: Low level descriptors of the acoustic features and their statistic functions.
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( )( ) ( )( )
2 2

a b a c b d c d
p

N
+ + + + +

=          		               (4)

The top part of Figure 2 shows an example of a kappa-error 
diagram for our experiment. There are 15,876 classifier pairs (126 × 
126) in this figure. The points that are closer to the bottom left corner of 
the diagram have a high diversity and a low error (i.e., high accuracy). 
Therefore, we can use a straight line with a slope of −1 (i.e., a 45º falling 
line, y = −x + b) to separate the good and the bad points, and points 
at the bottom left of the line are preferable. As shown in Figure 2, all 
points are contained in two blue lines, and the red line gradually moves 
from line y = −x + 0.07 to line y = −x +1.20 in parallel. We choose all 
the points at the bottom left of the red line to build the multi-classifier 
system. As the red line moves, the performance of the multi-classifier 
system gets better. The red line stops moving when the performance of 
the multi-classifier system is not increasing. At this time, the selected 
classifiers are the best combination. When the red line moves to line y 
= −x + 1.20, it should stop too. At this time, all classifiers are selected 
to build multi-classifiers. The slope of the line has a great influence on 
the result of the selection. The reason why we choose a straight line 
with a slope of −1 is that both the error rate and the kappa value are 
considered equally. When the straight line is parallel to the x-axis, we 
only consider the effect of the y (i.e., error rate). When the straight line 
is parallel to the y-axis, we only consider the effect of the x (i.e., kappa). 

However, this method has a particularly serious problem. The 
point in the kappa-error diagram represents a pair of classifiers. After 
the straight line moves a very small distance, all the classifiers have 
been included. It does not make sense for the straight line to continue 
moving. As shown in Figure 3, all the classifiers are already included in 
the multi-classifier system when the value of b adds to 0.3. Therefore, 
we made a slight improvement to the kappa-error diagram. Each point 
of the new kappa-error diagram corresponds to an individual classifier. 
The x coordinate of the point is the average of kappa for one individual 
classifier with all the other classifiers:

1

1

N

i ij
j

k k
−

=

= ∑            				                     (5)

where kij is the value of kappa of classifiers Ci and Cj. The y 
coordinate of the point is the value of the error rate for one individual 
classifier:

c d b de or
N N
+ +

=         				                  (6)

The bottom part of Figure 2 shows a situation about the new kappa-
error diagram for our experiment. The selection process is the same as 
described before, but the two border lines are y = −x + 0.33 and y = −x 
+0.75. This small improvement not only retains the advantages of the 
traditional kappa-error diagram but also solves the previous problems. 
Moreover, this is a significant reduction in computing time. Most 
importantly, it improves the accuracy of the multi-classifier system 
more than before, as shown in Section IV.

Combination of classifiers

After selecting those beneficial individual learners, we will consider 
how to interconnect these classifiers. The overwhelming majority 
of multi-classifier systems reported in the literature are structured 
in a parallel topology [59]. In this architecture, the final decision of 
the combined classifier output is made on the basis of the outputs of 
the individual learners obtained independently. As shown in Figure 
4, speech samples were classified as DP and HP using a parallel 
configuration of some single classifiers. Each individual classifier 
included a single SVM classifier using different types of speech data sets 
to train the model, and every individual classifier used a single category 
of features (e.g., LPC, MFCC, energy, etc.)

Fuser design is another consideration for multi-classifier system 
[60,61]. As a common fusion method, majority voting was adopted in 
our system. In our experiment, the class estimates (Figure 4) given by 
the system were calculated by parameter r (xi) given as:

( ) ( )
~

1

n

i k i
i

r x y x
=

= ∑             			                   (7)

Where yk(xi)is the estimated results by the kth classifier and the final 
classification decision was then made according to the sign of r(xi). 
When the symbol of r(xi) was positive, the final result was judged to 
be a DP. However, when the symbol was negative, the final result was 
judged to be an HP.

Experiments and Results
Before building a multi-classifier system, we trained a number of 

individual learners. These learners used different speech data types 
and speech features to train the model. Analysing the results of these 
classifiers helped us to understand the impact of speech types and 

Figure 3: The relationship between b (y = - x + b) and the accuracy of multi-
classifier (For traditional kappa-error diagram, i.e. the top part of Figure 2). Figure 4: A multi-classifier system using different speech types and emotions.
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emotions in depression classification. After that, we tested the new 
multi-classifier system, and the results obtained from the new system 
were compared with single classifier techniques using a single type of 
feature category. In this study, the correct classifications of DP and 
HP were measured in terms of accuracy. To mitigate the effect of the 
limited amount of data, we used a leave-one-out cross-validation, 
without any overlap between the training and the testing data. 

Results of the individual learners 

The accuracy of each classifier classification is shown in Table 
3. Most of individual classifiers had an accuracy of 50%-70%. The 
highest accuracy of these classifiers was 72.97%, and in this classifier, 
neutral interview speech was used and the speech feature that we 
selected was MFCC. As shown in Figure 5, for the average case, the 
overall recognition rate using interview speech was higher than that 
using picture description, video description, and reading speech. In 
addition, the results also indicated that neutral speech worked better 
than positive and negative speech. Specifically, the neutral interview 
speech type gave the best result.

The performances of various features on different data sets were 
different. As shown in Table 3, energy, LPC, LSP, and MFCC were the 

common features that gave a high accuracy in the interview, picture 
description, video description, and reading speech, whereas F0, jitter, 
shimmer, formants, and PLP coefficients were the worst. For interview 
speech, energy, intensity, jitter, loudness, LPC, LSP, MFCC, spectral 
flux, and ZCR gave a better result. For picture description speech, 
energy, jitter, LPC, LSP, MFCC, and spectral flux gave a better result. 
For video description speech, energy, LPC, LSP, MFCC, and spectral 
flux gave a better result. For reading speech, most features did not 
produce good results (Figure 6).

Results of the multi-classifier system

Using the method described in Section III, we tested a new 
multi-classifier method. At first, we created a large number of 
individual learners, and each learner used different speech types and 
different speech features. Then, we selected individual learners with 
a high diversity and a high recognition rate. During this process, the 
improved kappa-error diagram was used to make the choice. Finally, 
we combined the classifiers into a multi-classifier system with parallel 
topologies (Figure 5).

As previously stated, diversity and accuracy are two of the guiding 
measures of the design process for multi-classifier systems [62,63]. 

  INT_NEG INT_NEU INT_POS PIC_NEG PIC_NEU PIC_POS RED_NEG RED_NEU RED_POS VID_NEG VID_NEU VID_POS
LogEnergy 61 65 62 55.41 58.1 46 51 57 54 55 57 66

Formant 45 54 47 48.65 48.7 42 49 31 49 59 53 34
Intensity 50 62 61 44.59 60.8 45 59 57 51 55 41 64

Jitter 45 58 54 56.76 54.1 61 41 46 23 30 42 39
LogHNR 30 42 35 40.54 51.4 41 47 50 38 28 53 30

Loudness 53 69 57 51.35 59.5 54 53 45 59 42 62 59
LPC 65 69 66 66.21 71.6 61 45 47 49 62 69 64
LSP 72 70 69 67.57 70.3 69 57 51 62 69 69 72

MFCC 66 73 68 71.62 66.2 70 53 64 59 70 72 69
Pitch 50 58 46 33.78 29.7 36 49 54 50 38 24 41
PLP 64 41 45 31.08 54.1 47 47 51 46 36 23 35

Shimmer 58 27 28 43.24 25.7 45 41 43 28 47 39 22
Spectral 
Centroid 54 55 47 48.65 33.8 31 47 54 53 53 61 51

Spectral Entropy 42 47 46 48.65 58.1 54 50 46 51 50 57 53
Spectral Flux 51 59 53 62.16 59.5 54 54 58 57 53 64 61

ZCR 49 54 53 31.08 50 45 49 51 46 26 65 53
Average 53 57 52 50.08 53.2 50 49 50 48 48 53 51

Table 3: Accuracy (%) for acoustic features classification for different speech types and emotions.

Figure 6: The relationship between b (y = - x + b) and the accuracy of multi-
classifier (For new kappa-error diagram, i.e. the bottom part of Figure 2).
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Figure 5: The average accuracy of different speech types.
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To increase diversity, we can use a number of methods [64]. First, 
every individual learner used different types of speech data to train 
the classification model, leading to a diversity of input data. Second, 
the speech features used by each learner were different, increasing the 
diversity of the attribute. Finally, although all learners used the SVM, 
the parameters of each learner were different. To increase the accuracy, 
we used the RBF kernel function to build the SVM, and the cost and 
gamma parameters were optimized via a wide range grid search. This 
method can improve the accuracy of every individual classifier in this 
system and the diversity between them.

As shown in Figure 5, the prediction accuracy of the multi- classifier 
system was 89.19%, indicating that this system gave better results than 
those of the single classifier methods (whose best result was 72.97%). 
The accuracy was highest when the value of b was 0.465, and the number 
of classifiers remaining in the pool after a pruning procedure was 11. 
Figure 3 shows the result of the unmodified kappa-error diagram, and 
the best result was 83.78% when the value of b was 0.204. The number 
of classifiers remaining in the pool after a pruning procedure was 86. 
Our ameliorations to the kappa-error diagram resulted in an overall 
improvement in accuracy and fewer individual learners for the multi-
classifier system. In addition, as can be seen from Figure 3, if all the 
classifiers were integrated, the final result was just 78.38%.

Discussion and Conclusion
In our experiments, we researched two things. First, we investigated 

the performance of different speech data sets used for the identification 
of depression. Second, we combined a variety of different data sets to 
design a new multi-classifier system. 

We found that using interview speech gave better results than 
that using picture description, video description and reading speech. 
It indicated that interview speech contains more relevant information 
about the subjects’ general characteristics including their affective 
state. Interview speech can be considered as spontaneous speech, 
which can better express our feelings and emotions, leading to good 
results. Picture and video description can also be considered as 
spontaneous speech, but their performance was worse than that of 
interview speech. We speculate that most of the interview questions 
referred to the subjects themselves such that it was easy for them to 
get into an emotional state. In addition, we also found that neutral 
speech performed better than positive and negative speech. Previous 
studies have reported that depression is characterized by sadness, loss 
of interest or pleasure, and feelings of guilt or low self-worth [65]. This 
leads to the tendency in which depressive patients are more likely to 
generate negative emotions when they are expressing their feelings, 
but it is difficult for them to generate positive emotions. Hence, in the 
face of neutral experimental materials, depressive patients were more 
likely to generate negative emotions, whereas healthy persons were 
more likely to generate positive emotions, resulting in larger deviations 
between depressive patients and healthy persons. The deviations 
caused by positive materials were a little worse than those caused by 
neutral experimental materials. Nevertheless, in the face of negative 
experimental materials, depressive patients and healthy persons all 
tended to generate negative emotions, resulting in minor deviations. 

Although a single speech data set provided weak prediction results, 
it was possible that it could provide important information for a multi-
classifier system. The multi-classifier system was structured in a parallel 
topology, and every learner used an SVM to distinguish between 
depressive patients and healthy persons on different speech data sets 
and different speech features. This system gathers the strengths of 

the individual classifiers, obtaining enhanced performance by their 
combination. Finally, the prediction accuracy of the multi-classifier 
system was 89.19%, which was higher than those of single classifier 
methods. 

Finally, some of the problems in the experiment cannot be ignored. 
It should be noted that the amount of data used here was relatively 
small. Therefore, in our further study, we intend to collect more data, 
and future studies will be able to report on a larger data set.
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