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 

Abstract: Objectives/Backgrounds: Nowadays, heart diseases 

play a very big role in the universe. The Physicians in practice 

gives various names for heart diseases such as heart attack, 

cardiac attack, cardiac arrest etc. Among the computerized 

methods to find the heart disease, Named Entity Recognition 

(NER) algorithm is used to find the synonyms for the heart disease 

text to mine the meaning in medical reports and various 

applications. Methods/Statistical Analysis: The Heart disease text 

input data given by the physician is taken for the prepossessing 

and changes the input content to the desired format, then that 

resultant output fed as input for the prediction. This research 

work uses the NER to find the meanings of the heart disease text 

data and uses the existing two methods Deep Learning Models 

and whale optimization are combined and proposed a new method 

Optimal Deep Neural Network (ODNN) for predicting the disease. 

Findings: For the prediction, weights and ranges of the patient 

affected data via selected attributes are chosen for the analysis. 

The result is then classified with the Deep Neural Network to find 

the accuracy of the algorithms. The performance of ODNN is 

evaluated by means of classification measures such as precision, 

recall and f-measure values. Improvement: In future, the other 

classification algorithms or other text data algorithms were used 

to find for large amount of text data. 

 
Index Terms: Accuracy, Back Propagation, Named entity 

recognition, Sensitivity, Specificity, Whale optimization 

Algorithm. 

I. INTRODUCTION 

  The biomedical text mining is revised regularly. The special 

survey journal indicates the general-purpose text algorithm 

and data mining tools are not well defined for the biomedical 

domain because it is highly specialized. The information tells 

from [5,18] it‟s about away to explore, query, analyze and 

manage the underutilized information. Lot of bio medical 

research informs the rich deposit of knowledge for 

bio-medical research. Text mining gives the knowledge from 

billions of text and practical in biomedical research. It has 

many computational techniques such as machine learning, 

natural language processing to find the unstructured 

biomedical text. To define the useful text mining tasks for the 

specific goals of biologists, biomedical text mining and 

clinicians are better positioned [22].  
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In the biomedical science, the extraordinary growth in both 

the experimental and literature which is difficult for 

bio-medical research people to gain novel knowledge plus 

information, this leads in loss of hypotheses into billions of 

text data. This became one of the biggest topics in Biomedical 

Text mining. To find new systematic knowledge or hypothesis 

among the biomedical data, have core tasks of bio-medical 

Text Mining are to recognize the biomedical named entities 

expose the interconnected relations of these bio-medical data 

[25]. To change the unstructured data into structured data, all 

type of the text data info despite of the format can be altered to 

numbers indexed for every of documents used in text data 

mining [4]. Nowadays text mining plays a big role in the 

disciplines like machine learning, data mining, information 

retrieval and statistics etc., and which is used to classify, 

cluster, summarize, correlation, distribution for a large 

number of dataset [24]. 

Text mining called as knowledge discovered form text and 

it is a branch of data mining. It is defined as computational 

procedure of taking out the important information from the 

big amount of unstructured text data [8]. Text mining is also 

used in variety of applications like cyber security such as 

scam detection and interruption detection etc. and to resolve 

the purchaser related data such as customer attainment, 

market basket study etc. [11]. Text mining has the very strong 

robustness to detect the noise and irregular structure in text 

data [21]. NER is also used to find the vocabulary like CoPub 

in liver pathology terms [7].  

To recognize disease and human genes text and extract the 

genes there is a open-source text mining software and it is 

flexible technology to apply in various tasks in medical and 

biology [23]. Computational behavior of options, sentiment 

and bias of text used in Sentiment Analysis (SA) and it is 

current area in text data mining, also needed for many other 

natural languages [14]. Nowadays, it is one of the important 

same kinds of major issue is pattern finding or clustering in 

text mining [3]. It is also used for getting predictive outcomes, 

intelligent alert systems and sustaining the medical in the 

decision-making process [17]. NLP on top of separate 

datasets to mine the features which represents the common 

info. It is combined with machine learning techniques to get 

better the categorization of social medium text containing 

medical text data [20]. 
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An unsupervised machine learning model for discover 

hidden communicable disease using social media text data is 

discussed by Sunghoon Lim et al. [12] and it has presented a 

method called unsupervised machine learning model to find 

out hidden communicable diseases without given info, such 

that the name of the diseases and their symptom. In that 

journal, a national public health institution and 

communication with the general public gives a hidden 

communicable disease was defined as infectious disease that 

has not yet been dignified. A research study was done by 

Vinay Kumar Jain et al. [9] in their work. An advanced 

framework detector used for users in Multilanguage text data 

using emotion theories that deals with linguistics and 

psychology. 

Emergency department (ED) congestion is a severe issue 

for hospital. A research work by Filipe R. Luciniet al. [6] tells 

to predict future hospitalizations and discharges, a text data 

mining method to procedure information from early on crisis 

patient account using the SOAP framework. They are tried a 

range of approach for preprocessing of text data account and 

to expect hospitalization. Binary demonstration, term 

occurrence, and term occurrence-inverse document 

occurrence were used to receiving a set of words. An analysis 

of Ebola on US soil trigger extensive fear. In reply, the 

Centers for Disease Control and Prevention held a live 

Twitter converse to speak to public concern. Another work 

carried out by Allison J. Lazardet al. [1] in their research 

work. A text analysis process to disclose insight from those 

tweets that can tell communiqué strategy. User-generated 

tweets were composed, sort, and analyze is main theme of 

their article.  

A research work carried out by Jitendra Jonnagaddala et al. 

[10] tells from unstructured electronic health data, a method 

called clinical text mining to extract Framingham risk factors 

are used. That is also used for the calculating the diabetic 

patients for 10-year coronary artery illness risk score. With 

the help of gender, age, HDL-C, total cholesterol,  

Smoking history, diabetes history and blood pressure, they 

will find risk factor. Melissa Ailem et al. [15] has presented a 

general structure which we used to exemplify relations among 

10 genes report linked with asthma by a preceding GWAS. 

The purpose is to influence unverified text data mining 

technique using text-based cos resemblance comparison and 

cluster applied to candidate and arbitrary gene vectors, in 

order to expand the GWAS outcome. 

Another research work carried out by M. A. Jabbar et al. 

[13] in their research work. A method is there to discover 

organization policy in medical text data to find heart infection 

for Andhra Pradesh.  That comes up to be expected to help 

physicians to make precise choice. Mortality  info  from  the  

registrar  general  of  India  shows that the coronary heart 

disease (CHD) were a main reason of death in India. P K. 

Anooj [16] have planned a biased fuzzy rule-based clinical 

decision support system (CDSS) was obtainable for the 

analysis of heart disease, mechanically obtain knowledge 

from the patient‟s medical data. Section II discusses about 

materials and methods used for this research work, that is 

traditional Neural Network, Deep Neural Network and 

Optimal Deep Neural Network (ODNN) to find accurateness. 

The experimental results are illustrated in the section III. 

Finally, this research work concludes with its innovative 

information in section IV. 

II. MATERIALS AND METHODS 

The problem definition of this research work is discussed in 

this section. The major issue in medical text data removal jobs 

is organization assorted nature of formless text in the medical 

data. The precise discovery of illness rank from medical text 

requires accepting of pattern and keywords in a subject‟s 

clinical history, which can differ extensively. The 

accessibility of gigantic amount of clinical text data lead to 

require for influential data investigation tackles to take out 

useful information. The dataset consists of redundant data, 

missing data and irrelevant attributes is preprocessed by 

means of name entity recognition and resultant data is stored 

in a text file named sentiwordnet and the cleaned heart disease 

dataset given in an Optimal Deep Neural Network(ODNN) to 

predict which patient is affected heavily and mildly with the 

help of weights that are taken from the usage of the ODNN. 

This research work has more than 5000 records and which 

took the records of 400 patients and analyzed. The records are 

taken from Ashwin Clinic, Anna Nagar, Chennai which is 

famous for the heart disease. 

A. Name Entity Recognition 

Named Entity Recognition (NER), or single data removal is 

an NLP method which locate and classify the named data 

there in the text. NER classify the named data into predefined 

category such as the names of people, organization, locations, 

quantity, financial values, particular terms, product terms and 

expressions of times.  

B. Optimal Deep Learning Model 

The selected feature or text from the NER is given to the 

input for prediction phase. In these predictions, it is used the 

Optimal Deep Neural Network (ODNN). In our proposed 

method, the traditional deep neural network is adapted by 

means of optimization method. The whale optimization is 

utilized to optimize the parameter of deep neural network to 

learn high-level feature representations, capture long-term 

dependencies, and global features to help identify clinical 

entities. An ANN model with the multi layers of the hidden 

units and outputs is termed Deep Neural Networks. 

Moreover, it contains of pre-training (using DBN) and fine 

tuning phases in its restriction learning. The important goal of 

this research paper is to training the structures in the precise 

dataset, i.e. to finding the correct weight that can be used to 

rightly predict the text. The detailed process is described in 

further section. 

Pre-training phase: In this training phase, it uses a Deep 

Belief Network (DBN) that is a profound architecture and 

typical it is forward network in which the dataset flows from 

the input layer to the output layer over lot of hidden layers 

which are more than two to three layers. This model 

certificates the network to yield evident beginnings on the 

basis of its hidden layers states, which typifies the network 

belief. Here, it is implemented with Restricted Boltzmann 

Machine (RBM) for pre-training process. 

Restricted Boltzmann Machine: An RBM is a high-class 

category of Markov random field that has one layer of 

stochastic hidden pieces and one layer of stochastic visible or 

observable pieces. 
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Phase 1: Primarily, it initializes the visible pieces  to the 

training vector. 
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Where, xyW signifies the symmetric communication term 

between the visible piece xv and the hidden piece yh ,  , is 

the bias term, YX , is the digit of visible and hidden pieces. 

The derived of the log probability of a training vector 

regarding a weight is unpredictably humble. Between hidden 

pieces in an RBM, there are no straight effects; it is extremely 

easy to get an unbiased model of  
datayx hV ,  
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Where  a is the logistic sigmoid 

purpose
  aexp1

1


, yx hv , is the unbiased model. 

Phase 2: It is to inform the hidden and visible pieces are 

similar in the providing visible and hidden pieces. For 

performing the stochastic steepest ascent in the log 

probability of the training data items, this will show the way to 

ample straightforward erudition rule as, 

   
tionreconstrucyxdatayxxy hvhvW   (3) 

 

When the RBM is skilled, a different RBM can be 

“stacked” on upper of it to method a multi-layer model. Each 

period a different RBM is stacked, the input visible unit is a 

well-informed vector, and values for the pieces in the already 

skilled RBM units are apportioned by means of the current 

weights and biases. The concluding unit of the already-skilled 

layers is affianced as input to the new RBM. The talented 

deep network weights are affianced in preparing a fine tuning 

phase.  

Fine tuning phase: The fine tuning phase is just the normal 

back propagation algorithm. To categorize the blow deepness 

and place, an output unit is planned in the top of the Deep 

Neural Network. Also, here it has N number of input value 

(depending upon the limits), and more than three hidden 

layers are utilized in our DNN. Also, the training dataset 

skilled until the enhanced weight is grabbed, or extreme 

accuracy is reached with the assistance of equation (1). 

Finally, on the base of the optimum weight (w), the weights 

are enhanced and reduced the Mean Square Error (MSE) by 

using WOA algorithm. The method of Whale optimization 

algorithm is clarified below. 

Whale Optimization algorithm: The Whale Optimization 

Algorithm (WOA) is a newly introduced optimization method 

that is useful in solving optimization problems. This is 

excerpted because of its resemblance to humpback whales. 

Three operators are consisted in the detailed algorithm to 

induce the prey searching, prey encircling and bubble-net 

obtaining prey habit of humpback whales. Here Whale 

Optimization Algorithm (WOA) is used for weight 

optimization process. The overall procedure of WOA 

algorithm is mentioned below by steps, 

 

Phase 1: Initialization  

The algorithm recognized by randomly making weight value 

that interconnects to the outcome in the examine space. Here 

the weight represents the random wi (i=1, 2, 3,.. n) where n 

represents the number of weight value. And initialize the 

factor vectors of value such as a, A, and C.  

Phase 2: Fitness Calculation 

Evaluate the fitness on basis of the equation (4) to become the 

finest weight value the fitness point of the solution is 

calculated. It‟s exposed in under, 

MSEMinFiti   (4) 

Phase 3: Update the situation of current weight point 

Encircling prey: The situation of prey is documented by 

humpback whale and it is encircled the prey. Towards the 

finest finding operator, the other finding operators will 

accordingly effort to inform their locations when the finest 

finding agent is considered. The update methods, is projected 

by the underneath equations: 

)()(. twtwCU best 


 (5) 

UAtwtw best


.)()1( 
 

(6) 

Where t designates a current repetition,  A


 and C


 

designates a Coefficient vector, 
bestw  designates a position 

vector for best solution, w signifies a current location Vector, 

represents an absolute point. 

The vectors A


 and C


 are calculated as follows: 

araA


 .2  (7) 

rC


.2
 

(8) 

Where, a is the sequence of repetitions linearly abridged from 

2 to 0 (in both exploration and exploitation phases),  1,0r . 

Bubble-net attacking method: To model the bubble net 

performance of hump back whales scientifically two methods 

are enhanced as trails: 

Shrinking encircling method: The point of a in the equation 

(7) is reduced to attain this performance. Note that a


is used 

to reduction the difference range of A


. In other words, in the 

interval [−a, a] A


 is an accidental point where a is reduced 

from 2 to 0. The new location of a finding agent can be 

distinct wherever for  1,1A


.    

Spiral updating model: A spiral calculation between the 

position of whale and prey is shaped to imitator the helix 

shaped drive of hump back whales is as given:  

)()2cos(..)1( twkeDtw bestbk   (9) 

Where )()( twtwD best  and designates the distance of 

the 
thd whale and prey which is the finest answer gotten so 

far,  1,1k , b means the shape of the logarithmic spiral 

and it is a continuous point. During optimization the location 

of whales is efficient by pretentious a probability of 50 

percent by selecting any of the spiral model or shrinking 

encircling method to model 

this concurrent performance. 
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The scientific model is given by equation (10). 
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Where,  1,0R . The hump back whales finding for prey 

arbitrarily to form bubble net.   

Search for prey: To find for prey the difference of the A


 

vector can be castoff by same method. In fact, rendering to the 

location of each extra hump back whales find randomly. So, 

to force find agent to transfer so far from a situation whale we 

use A


 with the accidental points better than 1 or less than −1. 

The location of the find agent is efficient in manipulation 

phase. To perform a global search, this method and 1A


 

highlight examination allows the WOA algorithm. The 

precise model is given below: 

wwCU rand  .


 (11) 

UAwtw rand


.)1( 

 
(12) 

Where, randw  is a current population chance location vector. 

Find agents update their locations in every repetition with 

admiration to either the finest solution got so far or an 

arbitrarily chosen find agent. In order to deliver examination 

and manipulation the limit a is reduced from 2 to 0, 

correspondingly. For updating, an arbitrary find agent is 

selected when 1A


, while the finest result is selected 

when 1A


 for the location of the search agents. Dependent 

on the point of R, WOA is able to change between either a 

circular or spiral drive.  

Phase 4: Termination criteria: The WOA algorithm is 

terminated when finest weight point is obtained for the 

satisfaction of a closure principle. 

III. EXPERIMENTAL RESULTS 

The goal of this research work is to predict the heart disease 

using text data (Categorical data). Several methods were 

applied to healthcare data sets and for the forecast of 

upcoming health care use such as forecasting separate 

expenses and illness dangers for patients. The detailed steps 

involved clinical decision support systems are in two main 

process 1) Data preprocessing and 2) Prediction. Initially, the 

duplicate record, missing data, noisy in the consistent data 

will be removed from the database in preprocessing. For 

prediction, NER Using Optimal Deep Learning Model is 

proposed here. Named entity recognition (NER) promises to 

improve information extraction and retrieval. Here the 

prediction of heart disease is done by the optimal deep neural 

network. In our proposed method, the traditional deep neural 

network is modified by means of optimization technique. The 

whale optimization is utilized to optimize the parameter of 

deep neural network. The overall flow diagram is plotted in 

figure 1. 

 

 
Fig. 1. Flow diagram of ODNN method 

 

1.1 Data Set 

 

This research work has more than 5000 records and which 

took the records of 400 patients and analyzed. The records are 

taken from Ashwin Clinic, Anna Nagar, Chennai which is 

famous for the heart disease.  

 

Table-I. Sample Dataset 

 
Date Patient 

Number 

Patient Name Type Description 

„Dec 5, 

2016‟ 

„P1‟ „Prabhakar.D‟ „investigations

‟ 

„BP 120/70 mm 

of Hg PR 

80/min. Weight 

64 Kg‟ 

„Dec 5, 

2018‟ 

„P5‟ „Rajesh.R‟ „complaints‟ „Khan - Ghouse, 

Valliammal - 

CAG - PCI under 

scheme‟ 

„Dec 6, 

2014‟ 

„P6‟ „Pushpa.N‟ „invesigations‟ „BP 130/80  mm 

of Hg PR  93 

/min. Weight 

57.7 Kg‟ 

„Apr 12, 

2018‟ 

„P178‟ „VenuGopal.T‟ „complaints‟ „Dental 

extraction 

fitness‟ 

„Nov 19, 

2015‟ 

„P180‟ „Sakunthala C‟ „observations‟ „Presurgical 

evaluation - 

cataract surgery‟ 

„Dec 9, 

2016‟ 

„P256‟ „Jaganathan‟ „investigations

‟ 

„Lipids 

182/56/94/156 

mg%.‟ 

The dataset which is in .CSV format and it is transformed 

into the desired format which is used for this research work. In 

this, the patients which are affected heavily and mildly are 

taken. Table I shows the sample dataset. The description 

differs from patient to patient.  

A. Preprocessing 

In preprocessing, the duplicate record, missing data, noisy 

in the consistent data will be removed from the database. The 

pre-processing usually includes changing .csv documents into 

text document, eliminating stop word, execution word 

stemming. Stop words are very often used mutual words like 

„and‟, „are‟, „this‟ etc. They are not valuable in forecast of 

papers. So, they must be detached. Word stemming eliminates 

suffixes and generates the stemmed words example becomes 

recovery.  
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Then the resultant output is fed to prediction process. This 

pre-processing method is very useful for the proposed method 

to get the information with less error rate and gives the higher 

accuracy prediction. 

B. The Proposed Method 

For prediction, Named Entity Recognition (NER) Using 

Optimal Deep Learning Model is proposed here. In 

bio-medical area, the similar idea may have numerous 

dissimilar names (synonyms). For example, “heart attack” and 

“myocardial infarction” points to the similar idea. Using 

acronyms and abbreviations is very mutual in bio-medical 

literature which brands it complex to classify the ideas these 

terms fast. In order to overcome those drawbacks, the 

proposed method uses NER Using Optimal Deep Learning 

Models. NER potentials to recover info removal and recovery 

and the prediction of heart disease are done by the optimal 

deep neural network. The full procedure of the future 

technique is described in beneath. Then back propagation 

algorithm starts with the optimal weights. Primarily, the 

selected features or text are providing to the Deep Neural 

Network, though the weight is subjectively attuned.  

Finally, on the basis of the optimal weight value, the 

selected features or text are predicted in testing stage by 

testing dataset. The performance of the ODNN method is 

evaluated and the effectiveness of the method is equaled with 

the other two existing algorithms in results and discussions. 

Analysis of proposed performance: The presentation 

examination of the proposed method is exposed in the beneath 

segment. At this point, the table I illustrates the performance 

analysis of suggested method by varying the iteration. In the 

suggested method, for training 90% of input data is used and 

for testing the remaining 10% of input data is used. The 

performance analysis of suggested method by varying the 

iteration is exposed in beneath. 

 

Table-II. Performance analysis by varying no of iteration 

Iteration Precision Recall F-measure 

10 79.63 70.37 74.71417 

20 80.12 71.19 75.39149 

30 81.27 72.07 76.39401 

40 82.39 73.62 77.7585 

 

From the table II, the proposed method analyzes the 

performance by changing the number of repetition. Here the 

ODNN method attains the precision value is 79.63%, recall 

value is 70.37% and the F-measure value is 74.71% for 

iteration 10. For iteration 20, the proposed method achieves 

the precision, recall and f-measure value is 80.12%, 71.19% 

and 75.39%. The proposed precision value is 81.27%, recall 

value is 72.07% and the F-measure value is 76.39% for 

iteration 30. For iteration 40, the proposed method achieves 

the precision, recall and f-measure value is 82.39%, 73.62% 

and 77.75%. The table III shows the execution time and 

memory utilization of proposed method. It is tabulated in 

below. 

The proposed method analyzes the execution time and 

memory utilization by changing the number of repetition. 

Here the proposed method reaches the execution time is 

12365ms and the memory utilization of ODNN method is 

115441 bits for iteration 10. For iteration 20, the ODNN 

method reaches the execution time is 21544ms and the 

memory utilization of ODNN method is 127844 bits. The 

proposed execution time is 26987ms and the memory 

utilization of ODNN method is 137457 bits for iteration 30. 

For iteration 40, the ODNN method reaches the execution 

time is 31587ms and the memory utilization of ODNN 

method is 150018 bits. The effectiveness of the proposed 

method is analyzed and the results are compared with the 

existing method in the following section. 

 

Table-III. Time and memory utilization by varying no of 

iteration 

Iteration 
Execution time 

(ms) 

Memory 

utilization (bits) 

10 12365 115441 

20 21544 127844 

30 26987 137457 

40 31587 150018 

C. Results and discussion 

This section provides the thorough view of the outcome that 

is obtained by optimal named entity recognition of heart 

disease which is performed in the occupied platform of JAVA 

program. The proposed heart disease prediction is done by 

optimal deep neural network.  The traditional deep neural 

network is changed by whale optimization algorithm. The 

experimental result and the performance of the ODNN 

method are given below in detail. 

Effectiveness proposed method: In order to confirm the 

efficiency of the recommended method, here the ODNN 

method is compared with the stated method. For comparison, 

the ODNN method considers the existing method is deep 

neural network without optimization and the traditional neural 

network. At this time, the ODNN method calculates the 

prediction accuracy, precision, recall and f-measure value for 

both proposed and existing method.  The figure 2 specifies the 

contrast of the precision, recall and f-measure value of 

projected method and stated method. 

 

 
Fig. 2. Result of ODNN and NN Method 

 

When analyzing the figure 2, the proposed method attains 

the precision value is 80.85% but the exiting traditional neural 

network (NN) achieves the precision value is 71.68% which is 

minimum value when compared to the existing method. The 

recall value for the proposed method is 71.81% but the NN 

attains the 61.36% value.  
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When compared to the proposed method the existing 

method attains the minimum recall value. The f-measure 

value for the proposed method is 76.06% but the NN achieves 

the f-measure value is 66.52%. When compared to the 

existing method, the proposed attains the maximum f-measure 

value. From the results, it is clear that the proposed method 

outperforms better when compared to the existing methods. 

 

Table-IV. Performance of NN and ODNN 

Algorithms Precision Recall F-measure 

ODNN 80.85 71.81 76.06 

NN 71.68 61.36 66.52 

 

The table IV shows the performance analysis and table V 

shows the time and memory utilization of NN and proposed 

ODNN methods. 

 

Table-V. Performance of DNN and ODNN 

Algorithm Accuracy 

ODNN 79.36 

NN 69.48 

 

 
Fig. 3. Accuracy comparison of proposed method 

 

When analyzing the figure 3, it is clear that the proposed 

method attains the maximum prediction accuracy when 

compared to the existing method. Here the proposed method 

attains the maximum prediction accuracy is 79.36% but the 

existing method NN achieves the accuracy value is 69.48%. 

When compared to the existing method the proposed method 

attains the maximum prediction accuracy value because the 

proposed method selects the optimal weight value using 

whale optimization algorithm. If the error value is reduced in 

neural network structure it will produce the more prediction 

accuracy. From the experimental results, the proposed 

method gives more prediction accuracy when compared to the 

existing methods. The proposed method recognizes the 

entities of other types on other genres of text without needing 

manual annotation. 

IV. CONCLUSION 

Optimal named entity recognition of heart disease is proposed 

in this research work. The heart disease prediction is done by 

optimal deep neural network with whale optimization 

algorithms. There are two types of output obtained which 

gives the patients affected by heart disease or not and it tells 

the effective result that twenty five percentage of the patients 

are affected from heart disease from the given dataset and it is 

very much confirmed with the physician in practice. The 

assessment metrics of proposed method is prediction 

accuracy, precision, recall and f-measure. The proposed 

method attains the prediction accuracy value which is 

maximum value when compared to the exiting method. The 

proposed method also gets the maximum precision, recall and 

f-measure value. From the experimental results, it is clear that 

the proposed method out performs better when compared to 

the existing method. It is confirmed that from the calculated 

weights, the heart disease predicted by the ODNN method is 

very high and by NN method is less compared with the 

ODNN. The proposed method recognizes the entities of other 

types on other genres of text without needing manual 

annotation. In future, the researcher has sufficient opportunity 

to incorporate various prediction algorithms in order to 

improve the prediction accuracy. 
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