# Regression Analysis for Analyzing Life Style Risk Factor of Diabetes in Pakistan <br> Zahid Iqbal, Qaiser 

Department of Statistics, Allama Iqbal Open University, Islamabad, Pakistan


#### Abstract

\section*{Article Info}

Volume 8, Issue 1 Page Number: 94-103 Publication Issue : January-February-2021

Article History Accepted: 01 Jan 2021 Published: 24 Jan 2021

Diabetes is a worldwide metabolic disease. In Pakistan prevalence of diabetes is increasing day by day. This research aims to analyze the risk factors associated with the patient in the Malakand division, KPK Pakistan. The data is collected from four districts of Malakand division District Headquarter Hospital for the period year 2018. The insignificant risk factors are eliminated using the backward Elimination method for the Binary logistic Regression model and for a best-fitted model, the AIC technique is used, while the logistic Coefficient is tested with help of Wald statistic and Hosmer-Lemeshow is performed for the Goodness of fit test. The positive and negative association among risk factors with diabetes is checked with the help of a Chi-square and odds ratio. Based on P-value at 5\% level of significance the risk factors Age, cholesterol level, Hypertension, Family History, and Obesity are sensitive risk factors to develop diabetes. The AIC also show same best-fitted model while according to Hosmer- Lemeshow 0.844 indicating a better fit and these risk factors are associated with diabetes for the combine data of Malakand division. In each districts, the significant risk factors that affect to develop diabetes are Age, Cholesterol level and Obesity while according to AIC the best-fitted model is that in which the risk factors Gender and Occupation Status are involved the risk factor obesity show low level of precision based on $95 \%$ Confidence Interval and Chisquare statistic shows these factors are associated with diabetes. Keywords : Risk factors, diabetes, logistic regression, age, AIC.


## I. INTRODUCTION

Diabetes Mellitus or Diabetes is a condition in which a body fails to properly process or convert food in to glucose or sugar to use as energy. The pancreas make insulin to maintain glucose in the cells of a body. There is no cure for diabetes, in diabetes the body is unable to make sufficient amount of insulin or it
cannot use its own insulin which cause high/low sugar level in body which people also called as sugar. The recent study shows that diabetes cases increases world widely (IDF, 2011). With changing life style, rapid economic growth the diabetes become a major issue of public health in many countries (WHO, 2013, 2011). The symptoms of diabetic include extreme hunger, excessive thirst, frequent urination,

[^0]unexplained weight loss, sudden vision changes, numbness in hands of feet, feeling very tired much of the time, very dry skin, sores that are slow to heal, more infections than usual etc. There are two types of diabetes i.e. Type $1 \&$ Type 2. The Type-1 diabetes also known as insulin dependent diabetes mellitus (IDDM). In this type of diabetes pancreas is unable to provide required level of insulin for the body. The ratio of this type diabetes diagnosed case are from 5\% to $10 \%$. Defined Risk factors for this type of diabetes is less than that of type-2 mainly environmental factors, family history, Age, viral infection etc. are involved in growth of type 1 diabetes. While the Type 2 diabetes also known as Non-insulin dependent diabetes mellitus (NIDDM). In Type-2 of diabetes, the level of sugar in blood become too high. The ratio of this type diabetes diagnosed case are from $90 \%$ to $95 \%$. Defined Risk factors for this type of diabetes are older Age, obesity, family history, impaired glucose tolerance, physical inactivity, hyper tension, prior history of gestational diabetes etc. Worldwide diabetes cases are 463 million in 2019 and estimated to be touch 578 million figures by 2030. The prevalence of diabetes is high in urban areas as compared to rural area due to life style, physical inactivity and extended workloads etc. In worldwide china has the most diabetic cases than any other country. The reported diabetic cases in china as on 2019 are 108.6 to 145 million. After china, India and United States, Pakistan has maximum diabetic cases in the world which is a matter of great concern. In fall 2019 there were about 30.4 million reported diabetic cases in the Age between 19 to 80 , which is approximately $13.81 \%$ of the national population (Alberti et al., 2009). Pakistan rank are 4th in diabetic patient in the whole world (Aamir et al., 2019). About $17.1 \%$ adult population are affected with diabetics. The provincial pattern of prevalence is as follows: Punjab; 30.2\%, Khyber Pakhtunkhwa; 13.2\%, Baluchistan; 29.5\% and Sindh; 32.3\%. These figures equate to approximately 27.4 million people aged 20
and above, based on the 207.77 million total population (Saeedi et al., 2019). Ahmad and Pervaiz (2006) explore the effect of different risk factors on diabetes was estimated in various hospital- based study both with descriptive and systematic components. Sample of 580 persons aged 20 years and above ( 153 men, 427 women) entering the diabetic enter as outdoor patents during the months (March 2002 - August 2002) were taken. Urine and blood glucose test were conducted and the diabetes was diagnosed according to W.H.O criteria. Risk factors i.e. Heights, Weights, BMI and hypertension (blood pressure) of the studied population were collected. The Chi-square test was used to measure the association among the different risk factors of independent variables and logistic regression model was applied to check the main significant risk factors and for the prediction model. Ismail and Anil (2014) in urban and industrial area the life style dieses, coronary artery dieses (CAD), one of the life style dieses that affect at a younger age can have different results for an individual the family and society prevention of these dieses. The researchers by using a standard questionnaire, for collection off data from the CAD patent and then analyzing the association among the risk factors of CAD. One of the lifestyle diabetes (diabetes, physical fitness at an adult can have divesting results for an observer). The family and environment, prevention of these diabetes disease can be done by studying the risk factors for analyzing and interpreting them using the binary logistic model in this model the dependent cardiovascular risk scores the author wanted to assess whether non parametric smoothing of the cardiovascular risk scores can be used as a batter statistical technique as compared to the former technique. In the last twenty (20) years type-2 diabetes rapidly increases the risk factors of coronary heart dieses (CHD) more in women as compared to men. By different study of the risk factors of diabetes related CHD risk in men and women is widely increasing. The absolute risk CHD
in women suffering from diabetic is partially understood, but certain explanations can be offered. First, inverse changes by type-2 diabetes in cardiovascular risk factors, such as HDL cholesterol, triglycerides, LDL particle size, and hyper tension (BP),was found to be more severe factor for women as compared to men (6-8). Cardiovascular risk factors for CHD in diabetics, is more affecting risk factor for women due to take different kind of tensions. So cardiovascular factors affect women's less in protective mechanisms than men and there by lead to enhanced atheromasias or thrombogenesis.

## II. OBJECTIVES

The following are the main objective this study

To determine regression analysis among the risk factors of diabetes in the Malakand Division. And to know the reasons of diabetes in the targeted Population. To determine the significant difference in the risk factors of various districts of Malakand division.

## III. MATERIALS AND METHODS

Dataset We have taken sample of 1021 of diabetic patients both male and female in districts of Malakand division. The data consist of four District Headquarter hospitals(DHQ) (Bathkhela, Mingora, Bunner and Timergrah ). The diabetic patients are 507 and non-diabetic patient are 514. First, we have taken data as a whole of the four districts of Malakand Division and studied which factor is more significant for diabetic patient. Secondly, risk factors have analyzed by each district hospital. For significance, the Binary Logistic Regression Model has been used because in this study the depended variables are categorical response variables i-e diabetic or non diabetic and independent variables are the risk factors i-e Age, Gender, Smoking, Hypertension, Family

History of diabetes, Cholesterol Level, Occupation Status, life style Exercise and Obesity. Ismail and Anil (2014) Over the past period, most the researcher used the Logistic Regression Model because it is very important model for such type of data and is popularly used a tool for statistical analysis Logistic Regression Model is used to find the most parsimonious set of predictors that are effective in predicting the dependent variable.

## IV. STUDY DESIGN

Regression analysis is statistical technique for investigating and modeling the relationship between variables. The term regression was introduced by "Francis Galton" in his paper is "family likeness in nature" which was published in 1886 in London. Regression means to regress (to go back towards the average). Regression investigate the dependence of one variable upon other one or more variables. In regression the one variable is called depended variable while the other variables are independent variables.

## V. STATISTICAL ANALYSIS

The logistic regression model is also known as logistic regression or logistic model, is a mathematical model used in statistics to estimate (guess) the probability of an event occurring have been given some previous data. Logistic regression work with binary data where either the even happens (1) or the event does not happen (0), pass or fail, bad or good etc. logistic regression is a statistical technique used to predict probability of binary response. Based on one more independent variable it means that a given certain factors, logistic regression is used to predict an outcome which has two values such as yes to no, diabetic or non diabetic. Mathematical Form of Model $\log (\mathrm{p} / \mathrm{q})=\alpha+\beta \mathrm{x}(1)$ For Example $\mathrm{P}(\mathrm{Y}=1)=\mathrm{p}$ for diabetic patient, where $p$ is $p=e(\alpha+\beta x t) /[1+e$
$(\alpha+\beta \mathrm{xt})$ ] (2) Where p denote the probability of diabetic patient. In Simple Binary Logistic regression model is concerned with one independent variable, but if there are more than one independent variables or several variable appear in the model then we use Multiple Logistic Regression Model. Mathematical Form of Model $\log (\mathrm{p} / \mathrm{q})=\alpha+\beta 1 \mathrm{x} 1+\beta 2 \mathrm{x} 2$ $+\ldots . . . . . \beta k x k$ (3) The parameters in the model are $\alpha$ and $\beta \mathrm{i}$, where the $\alpha$ is the intercept (constant) of the model while $\beta \mathrm{i}$ are the slope parameters (regression coefficient) with $\mathrm{i}=1,2,3, \ldots \mathrm{k}$ An Odds Ratio is a measure pf association between an revealing and an outcome it represent the odds that an outcome will occur given a particular reveal. It is also the measure of the strength of association with an exposure and an outcome. Three condition are used to estimate the strength of various risk factors . - If OR > 1 it represent that the association between the exposure and outcome will be greater. $\cdot$ If $\mathrm{OR}=1$ means that there is no association between the exposure and outcome. - If OR < 1 shows that there will be lower odds between the reveal and outcome. In logistic regression the Odds Ratio shows the constant effect of a predictor X , on the likelihood that one outcome will occur in logistic regression model. The association is positive if $\mathrm{OR}>1$ and it means that higher number for the predictor. The association is negative means low number for predictor if $\mathrm{OR}<1$. The Chi-Square test evaluates the magnitude of discrepancy between observed and expected frequencies. It is used to determine whether there is a statistically significant difference between observed frequencies in one or more categories of a contingency table, also it measure. The significance of association between two categorical variables. The Null and an alternative hypothesis is stated as • H 0 : There is no relationship between the categorical variables. - H1 : There is relationship between the categorical variables. To test the significance of regression Co-efficient B^ individually. The Wald test is a statistical test of estimated parameters in a model.

The Wald Statistic can be calculated by formula; $\mathrm{Wi}=$ Bi^2 / [SE(Bi^ )]2 (4) The Bi^denotes the estimated regression Co-efficient and $\mathrm{SE}\left(\mathrm{Bi}^{\wedge}\right)$ represents Standard Error of regression Co-efficient. 4. RESULTS The data of risk factors of diabetes for both male and female at Malakand division will be analyzed in this chapter. The considered relative risk factors of diabetes (Type-1 and Type-2) for this study are Age,Gender, Occupation Status, Hypertension, Family History, cholesterol level, Smoking, Exercise, and Obesity. Also the response variable has two nominal categories Diabetic patients or Non Diabetic patients for Diabetic patien, $y=1$ and for Non Diabetic patient $=0$. From various hospital (DHQ Batkhela, DHQ Swat, DHQ Bunner and DHQ Timergara) of Khyber Pakhtun Khwa, 1021 patients of diabetes has been recorded for this analysis. The binary logistic regression model is used to predict the significant effect of risk factors first for whole data of Malakand Division and then for each District of Malakand Division.

## VI. RESULTS

To select the best fitted model from a set of models, Scholar used AIC. The stepwise fitted models and some important results will be explained with the help of Backward Elimination Method. The number of patients recorded from various districts in Malakand Division are given the following table.

Table 1: Total Diabetic Patients

| Diabetic <br> Patients | Non Diabetic <br> Patients | Total |
| :---: | :---: | :---: |
| 507 | 514 | 1021 |

The following table 2 show descriptive statistics for the age of the respondents for 1021 patients of diabetes.

Table 2 : Descriptive Statistics of Age in Malakand
Division

| Fac <br> tors | Mini <br> mum | Maxi <br> mum | Me <br> an | Me <br> dian | M <br> od <br> e | Skew <br> ness | Kurt <br> osis |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Age | 9 | 95 | 50. <br> 113 | 50 | 60 | 0.07 | - <br> 0.33 |

From above table 2, the minimum age of the respondent is 9 years, maximum age is 95 , the mean, median and mode are 50.113, 50 and 60 respectively, while the skewness is 0.07 means that age is approximately symmetric and kurtosis is -0.33 means that age represent platykurtic curve. From, the descriptive statistics it is concluded that the mean, median and mode are not coincide with each other, which represent that the data is not normally distributed. Also the Skweness shows the data is pulled to the slightly right side, while Kurtosis denotes Platykurtic curve with respect to normal Curve, thus the Binary logistic regression model is proposed because of its assumption. The table 3 shows the dependent and independent variables of the model and equation represents the general form of the model.

## $\log (p / q)=\beta_{0} \quad+\beta_{1}$ Age $+\beta_{2}$ Gender $+\beta_{3}$ OS $+\beta_{4}$ CRL + $\beta_{5} \mathrm{H}+\beta_{6} \mathrm{FH}+\beta_{7} \mathrm{~S}+\beta_{8} \mathrm{E}+\beta_{9} \mathrm{O}+v_{\mathrm{i}}$

The binary logistic regression model is fitted to the relative risk factors Age, Gender, Occupation Status, Hypertension, Family History, Cholesterol level, Smoking, Exercise and Obesity while the dependent variable is diabetic risk score. The binary logistic regression model is fitted with the help of backward elimination method which provide the significant and insignificant risk factors result in four steps. In first step, the significant risk factors for diabetes are Age, Hypertension, Family history, Exercise and obesity while the risk factors which are not effected for whole data of diabetes are Gender, Occupation states
and smoking because their p -values are greater than 0.05 while is insignificant. Now in step-2 the binary logistic regression model is fitted without smoking. In this model the dependent variable is diabetic risk score while the independent variable in the model are Age, Gender, Occupation Status , Hypertension, Family History, Cholesterol level, Exercise and obesity. The result of step- 2 provides that on the basis of $p$-value at $5 \%$ level of significance. The significant risk factors are Age, Cholesterol level Hypertension, Family History, Exercise and obesity, while the insignificant risk factors are gender and Occupation Status, at 5\% level of significance.

Table 3 : Risk Factors in the Equation (step-1)

| Risk Factors | Coefficient | S.E. | Wald | df | p |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Age | 0.018 | 0.005 | 3.6 | 1 | 0.000 |
| Gender | 0.115 | 0.152 | 0.577 | 1 | 0.448 |
| Occupation <br> Status | -0.110 | 0.159 | 0.478 | 1 | 0.489 |
| Cholesterol <br> Level | -0.534 | 0.135 | 15.71 | 1 | 0.000 |
| Hypertension | 0.554 | 0.142 | 15.14 | 1 | 0.000 |
| Family <br> History | 0.270 | 0.133 | 4.121 | 1 | 0.042 |
| Smoking | 0.111 | 0.179 | 0.386 | 1 | 0.534 |
| Exercise | 0.325 | 0.147 | 4.899 | 1 | 0.027 |
| Obesity | 0.418 | 0.166 | 6.349 | 1 | 0.012 |
| Constant | -0.899 | 0.488 | 4.027 | 1 | 0.045 |

In step-3 the relative risk factors are (Age, Gender, Cholesterol level, Hypertension, Family History, Exercise and obesity) while the dependent variable in the model is diabetic vs non-diabetic patient for diabetic $(y=1)$. The table shows that the risk factors included in model are all significant except Gender , occupation status and smoking. The BLRM suggest that the risk factors Gender, Smoking and Occupation Status are insignificant on the basis of p-value at $5 \%$ level of significance while the factors which causing the diabetic are (Age, Cholesterol level, Hypertension, and Obesity) at $5 \%$ level of significance because all
the $p$-values of the concern risk factors are less than $5 \%$ Level of significance but the exercise is insignificant at $5 \%$ level of significance. In step-4 estimation terminated at iteration because parameter estimates change by less than 0.001 .

Table 4 : Risk Factors in the Equation (step-2)

| Risk Factors | Coefficient | S.E. | Wald | df | p |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Age | 0.018 | 0.005 | 3.6 | 1 | 0.000 |
| Gender | 0.095 | 0.148 | 0.410 | 1 | 0.522 |
| Occupation <br> Status | -0.100 | 0.158 | 0.400 | 1 | 0.527 |
| Cholesterol <br> Level | -.537 | 0.135 | 5.892 | 1 | 0.000 |
| Hypertension | 0.556 | 0.142 | 15.2 | 1 | 0.000 |
| Family <br> History | 0.268 | 0.133 | 4.060 | 1 | 0.04 |
| Exercise | 0.318 | 0.147 | 0.472 | 1 | 0.030 |
| Obesity | 0.417 | 0.166 | 6.349 | 1 | 0.012 |
| Constant | -0.823 | 0.431 | 3.65 | 1 | 0.056 |

The BLRM suggest that the risk factors Gender, Smoking and Occupation Status are insignificant on the basis of p -value at $5 \%$ level of significance while the factors which causing the diabetic are (Age, Cholesterol level, Hypertension, and Obesity) at 5\% level of significance because all the p -values of the concern risk factors are less than $5 \%$ Level of significance but the exercise is insignificant at $5 \%$ level of significance. In step-4 estimation terminated at iteration because parameter estimates change by less than 0.001 .

Table 5 : Risk Factors in the Equation (step-3)

| Risk Factors | Coefficient | S.E. | Wald | df | p |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Age | 0.018 | 0.005 | 14.15 | 1 | 0.000 |
| Gender | 0.127 | 0.139 | 0.831 | 1 | 0.362 |
| Cholesterol <br> Level | 0.536 | 0.135 | 15.88 | 1 | 0.000 |
| Hypertension | 0.554 | 0.142 | 15.156 | 1 | 0.000 |
| Family | 0.269 | 0.133 | 4.101 | 1 | 0.043 |


| History |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Exercise | 0.306 | 0.145 | 4.453 | 1 | 0.035 |
| Obesity | 0.411 | 0.166 | 6.159 | 1 | 0.013 |
| Constant | -0.92 | 0.400 | 5.324 | 1 | 0.021 |

Table 6 : The Odds Ratios Results

| Factors | Odds Ratio | $95 \%$ CI |  |
| :--- | :--- | :--- | :--- |
| age | 1.0177 | $(1.008$ | , |
|  |  | $1.0273)$ |  |
| Cholesterol Level | 0.5898 | $(0.4534$ | , |
|  |  | $0.7671)$ |  |
| Hypertension | 1.7681 | $(1.3404$ | , |
|  |  | $2.3324)$ |  |
| Family History | 1.3220 | $(1.0199$ | , |
|  |  | $1.7134)$ |  |
| Obesity | 1.5360 | $(1.1127$ | , |
|  |  | $2.1202)$ |  |

### 6.1 Goodness of Fit Tests

The Hosmer-Lemeshow statistic value $=.844$ means that it is not statistically significant which indicates that the observed and model forecast value have no difference and result of pvalue $=.884$ will indicate a better fit because .884 near to 1 .

Table 7 : Goodness of Fit Test

| Test | df | Chi Square | P-Value |
| :--- | :--- | :--- | :--- |
| Deviance | 1014 | 1325.01 | 0.000 |
| Pearson | 1014 | 1021.31 | 0.430 |
| Hosmer- <br> Lemeshow | $\mathbf{8}$ | 4.15 | 0.844 |

### 6.2 AIC Results

Now to compare the results of P-values and AIC the next table explain AIC of the best fitted BLRM for Malakand Division Diabetic patients and Non diabetic patients. The table shows AIC (Akaike Information Criterion) of the various models to know the best fitted model from a set of models.

Table 8 : AIC Results of Models

| Steps | Binary Logistic Regression Model | AIC value |
| :--- | :--- | :--- |
| 1 | Age $+\mathrm{G}+\mathrm{OS}+\mathrm{CRL}+\mathrm{H}+\mathrm{FH}+\mathrm{S}+\mathrm{E}+\mathrm{O}$ | 1343.39 |
| 2 | Age+G+OS+H+CRL+FH+E+O | 1341.78 |
| 3 | Age+ G+CRL+H+S+E+O+FH | 1340.18 |
| 4 | Age+CRL+H+FH+O | 1339.01 |

The above table 8 shows the AIC value results for various fitted binary logistic regression models. The best fitted binary logistic regression model for the District Malakand population is in step 4. The independent variables Age, Cholesterol (CRL), Hypertension(H), Family History(FH) and Obesity(O) are more serious risk factors for the Diabetic patients of Malakand Division population.

## VII.DISCUSSION

The data have been taken from the four districts of Malakand Division. The total recorded diabetic and non-diabetic patients in the region are 1,021 , a part of which 507 are diabetic patients and 514 are non-diabetic patients. The district wise recorded diabetic patients in which the highest number of patients found in District Swat which is about 335 patients in which diabetic patients are 175 and non-diabetic patients are 160. The second highest number of patients are in District Bunair which is 247 in which diabetic patients are 136 and non-diabetic patients are 111. Third total number of patients in District Lower Dir are 227 in which diabetic patients are 110 and nondiabetic patients are 117 while in District Malakand total number of patients are 212 in which 86 are diabetic patients and 126 are nondiabetic patients. The Binary Logistic Regression Model and AIC Technique is fitted first for Malakand Division and then fitted for concerned Districts of Malakand Division. The Binary Logistic Regression Model is fitted with independent risk factors in the model are Age, Gender, Occupation Status, Cholesterol Level,

Hypertension, Family History, Smoking, Exercise and obesity while the dependent variable in the model is diabetic risk score ( $\mathrm{Yes}=1 \mathrm{Vs} \mathrm{No}=0$ ). The Binary Logistic Regression Model is fitted for the whole data of Malakand Division. The result will be displayed stepwise with the help of Backward Elimination Method. In first step the significant risk factor in the model are Age, Hypertension, Family History, Exercise and obesity on the basis of $P$ value at 5\% Level of Significance. In second step the significant risk factor for Malakand Division population on the basis of P value at $5 \%$ Level of Significance provide the same result only difference is that the model is fitted without risk factor Smoking while in third step the model is fitted without Smoking and Occupation Status, still the significance risk factor are Age, Cholesterol Level, Hypertension, Family History, Exercise and Obesity at 5\% Level of Significance. Now in final fifth step the Binary Logistic Regression Model is fitted without insignificant risk factor. The model suggests that the risk factors Age, Cholesterol Level, Hypertension, Family History and Obesity have serious effect on the diabetic patient, while AIC Technique also suggest the same result because its value is less than other fitted model for whole data of Malakand Division. The odd ratio with 95\% confidence interval shows that there is positive association among the risk factor Age, Hypertension, Family History, Exercise and Obesity with diabetes because there OR>1 while Cholesterol Level have low number for diabetes because its OR. In the comparative studies of P values, AIC technique, Chi-square and Wald test. We conclude that the closes risk factors for causing diabetes in the region or initi64 ated by the AIC technique that reflect the best result in compression to P value because some risk factors are insignificant in P - value result but it is significant in the AIC fitted Models like the statistically significant risk factor for whole data of Malakand Division are Age, Cholesterol level,

Hypertension, Family history and Obesity which are the major serious risk factors for diabetes as well as these factor are also statistical significant on the basis of Pvalue at $5 \%$ level of significance while the AIC technique show the same best fitted model as compare to other models for Malakand Division the result of chisquare test of association conclude that the risk factors age, cholesterol level, hypertension family history and obesity are associated with diabetes while Wald test result also indicate that the logistic coefficient of risk factors age, cholesterol level, hypertension, family history and obesity are significant as independent variables of diabetes. In district wise study of the risk factors age, gender, cholesterol level, hypertension, family history, occupation status, smoking, exercise and obesity.
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