Computational Linguistics and Intellectual Technologies:
Proceedings of the International Conference “Dialogue 2023”

Moscow, June 14-17, 2023

Exploring Evaluation Techniques in Controlled Text Generation:
A Comparative Study of Semantics and Sentiment in
ruGPT3large-Generated and Human-Written Movie Reviews

Anastasia Margolina Anastasia Kolmogorova
HSE University HSE University
Saint-Petersburg Saint-Petersburg

avmargolina@edu.hse.ru akolmogorova@hse.ru
Abstract

The paper describes the proposed strategy for evaluation controlled text generation with the sentiment as at-
tribute. Our approach mainly consists of automatic sentiment analysis (ruBERT) and topic modelling (BERTopic),
which are applied to a parallel corpus with artificially produced and human-written texts. The model for evaluation
is fine-tuned on the parsed reviews from big Russian movie-related website ruGPT3Large with the sentiment as
prompt. The results of the analysis demonstrate that the proposed methods can offer a more comprehensive un-
derstanding of the advantages and limitations in the context of semantics and sentiment. Additionally, the paper
employs metrics such as BERTscore and self-BLEU to further evaluate the generated text. The proposed method-
ology provides a novel approach for evaluating the quality of generated text and may have implications for future
studies in the field.
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Annoramus

B crarbe npejyiaraercst HoBasi crpaTerusl OIEHKN KOHTPOJUPYEMOi MeHepal TeKCTa ¢ TOHAIbHO-
CTBIO B KadecTsBe arpubyra. Ham noaxos Bkiogaer aBroMarndeckuii anaiaus ronansaoctr (ruBERT) n
remaTndeckoe Mozesuposanne (BERTopic). 9Tu nHCTpYMEHTHI IPUMEHSIOTCSI K apaJslleIbHOMY KOp-
IyCy, COCTOSIIEMY U3 Map ‘CreHePUPOBAHHBIN OT3BIB — peasibHbBIN OT3bIB". Mose b ucmoab3yemMast Jiist
onenku — ruGPT3Large, koropasi 6bl1a paHee 1000y4YeHa Ha cOOpaHHBIX ¢ KuMHOMOMCKA OT3BIBAX HA
GUIBMBI ¢ TOHAJBHOCTBIO “BIMUTOI B 3aTpaBKy. Pe3ybTaThl aHamM3a JEMOHCTPUPYIOT, 9TO HCIIOJIb-
30BaHHbIE METO/bI IIPe/JIaraloT 6oJjiee IMOJHOE NOHUMAHKE [IPEUMYIIECTB M OIPDAHUYEHUINl B KOHTEKCTE
CEMaHTHUKH ¥ SMOIMOHAJIBHON OKPACKM SI3BIKOBOM Mozeaun. Kpome TOro, B CTaTbe MPUMEHSIIOTCS Ta-
kue meTpukn, Kak BERTscore u self-BLEU, aj1s1 OIIOTHUTENIBHOM OIEHKN CrEHEPUPOBAHHOIO TEKCTA.
Harma meTomostorust ipejicraBisier HOBBIM MOAXOM I OIEHKN KAaIeCTBa T€HEPUPYEMOTO TEKCTa U MO-
JKET JIaTh OCHOBY JIsl OYJyIIMX HCCJIeoBaHUil B 3Toil obsactu. KiodyeBble cjioBa: KOHTPOIMPyeMast
reHepanus TEKCTa, CTPATErusl OIEHKM KateCTBA, TEMAaTHIeCKOe MOIEJINPOBAHUE, CEHTUMEHT-aHAJIN3,
KUHODEIIEH3WH.

KtoueBsie ciioBa: KOHTPOJIMPYeMasi T€HEPAIUs TEKCTa, CTPATETrHs N3MEPEHUsT Ka4ecTBa, TEMAaTH-
YecKoe MOJIEJIMPOBaHUE, aHAJIU3 TOHAJIBHOCTH, OT3bIBbI HA KUHO
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1 Introduction

In this paper we tackle the problem of controlled generation of text in Russian. Our experiments concern
such a text genre as movie reviews and the attribute we initially control while generating is text sentiment.

To discuss the problem a few challenges, need to be consequently addressed. First of them - how to
evaluate the quality of generation. Despite the exponential growth in the number of pre-trained generative
language models (LMs), the problem of accurate metrics for measuring generated text quality persists.
There are no studies that aim to explore the artificially made texts, although it could potentially reveal
unseen differences and similarities between ‘made-up’ texts and the ‘actual’ ones and it could be used
as a peculiar metric for the evaluation of the semantic quality of generated texts. This is linked to a
certain limitation: to make such research happen one needs a generative model, which is fine-tuned on
downstream tasks, and the dataset of real texts that can be directly compared to the dataset of produced
data.

In our case, we analyse the effectiveness of two unsupervised metrics (BERTscore and Self-BLEU)
and display the results of our experiments when applying Topic Modelling (TM) and Sentiment Analysis
methods to compare sentences in two parallel corpora of movie reviews in Russian having the same
prompts: written by human users and generated by fine-tuned ruGPT3Large model.

We focus on differences between human generated and Al generated texts of a specific genre. In
this context, TM is not only the tool for linguistic research of the overall structure of movie reviews
but it is also a strategy for evaluation how well, comparatively to humans, does the model construct the
narrative. The Sentiment Analysis use is sanctioned by our desire to compare not the correctness of
the label assigned to text by machine, but to verify its adequateness to human subjective expression in
analogous text.

Our hypothesis is formulated as following:

1. More discrepancies we observe between topics having the most important weights in human-written
texts and Al-generated texts, less qualitative is the controlled generation. To assess the degree of defer-
ence in topics we use values of Cosine similarity distance between vectorized representations of topics.

2. The higher is the difference between accuracy values returned by classification when estimating the
sentiment in two parallel corpora, the less qualitative is the controlled generation.

2 Related Papers

One of the main challenges in evaluating the quality of generated text is the lack of accurate metrics.
It is caused by several factors. First, the evaluation is commonly conducted in a reference-free setting
because it is challenging to collect sufficient high-quality references for each input of control variables in
this open-ended text generation task (Dathathri et al., 2020). This led to the situation when the majority of
existing metrics measures the similarity of generated text against human-written references. Such metrics
can be classified into unsupervised, supervised, and human evaluation-based methods, each with its own
limitations and advantages. To overcome the shortcomings of classical single-score BLEU (Papineni
et al., 2002), researchers propose a family of interpretable metrics for the key aspects of diverse tasks
(summarization, style transfer, and dialogue) which either don’t require human references (Deng et al.,
2022) or can model human assessment with rother high accuracy (Sellam et al., 2020).

An interesting approach tested on Russian language data was suggested in (P. A. et al., 2022): within
the RuUATD Shared Task 2022 the authors propose to use binary classification methodology designed
to detect Al-generated texts to filter well-generated texts (with the high number of false positives in
generated texts classified as human written) from bad-generated.

The benchmarking platform to support research on open-domain text generation models Texygen (Zhu
et al., 2018)also provides several groups of metrics: Document Similarity based Metrics, Likelihood-
based Metrics and Divergence based Metrics (in our experiments we use one of them too).

In contrast with the mentioned above metrics, we suggest two metrics, mostly qualitative, but having
a quantitative support, to evaluate the semantic and emotional consistency of human-generated and Al-
generated movie reviews in Russian using TM and Sentiment Analysis methods.
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3 Data and Methodology

The parallel dataset consists of 1200 actual reviews and 1200 generated reviews. The reviews made by
the model were generated according to prompt, which is 5-6 words in the beginning of the actual review
and the corresponding sentiment, which is a controlling attribute for the text generation. The dataset is
normalised in the context of the sentiment: 400 reviews for each (positive, neutral and negative).

Topic modelling is widely applied in exploratory analysis as a tool for extracting hidden semantic
relationships, topics in the set of textual data. Many researchers use this method to analyse not only social
data but also literature in order to find covert patterns (Schoch, 2016; Ordun et al., 2020; Sherstinova et
al., 2022). Needless to say, all this data is human-written: either the author of some book or the dataset
of short-texts from twitter.

In this research such an implementation of topic modelling towards generative language models is
presented. We explore the semantic distance between two sets of movie reviews: one generated by
ruGPT3Large and one with reviews written by the users. This paper employs BERTopic, an unsuper-
vised topic modelling technique (Grootendorst, 2022), to conduct exploratory data analysis on two dis-
tinct datasets of movie reviews. The analysis is conducted in three steps. In the first step, we analyse
a dataset of real reviews, identifying overarching trends and topics in web-reviews on films. In the
second one, we apply BERTopic to a dataset of generated reviews, revealing the typical semantic net of
artificially produced reviews. Finally, we compute a cosine similarity distance between the vectorised
representations of topics.

Aside from semantic validation of generated text, the important goal is to investigate whether the
model creates appropriate texts in terms of controlling attribute, the sentiment. There are no sustainable
metrics for the evaluation of controlled text generation tasks except human assessment. Nevertheless,
the psycholinguistic experiment is time and resource consuming. To address this issue, we propose the
use of automatic sentiment analysis on the parallel corpora, comparing the given sentiment of texts that
have the same prompt and claimed sentiment. For this task the ruBERT! was fine-tuned with the movie
reviews dataset (60k reviews, 20k for each sentiment) for the multilabel classification task. The final
model achieves the accuracy of 95 percent on the test data.

4 ruGPT3Large Fine-Tune

The Russian version of GPT — the ruGPT3Large model? was chosen for the experiment. The architecture
of ruGPT-3 is similar to that of GPT-2: it is a decoder-only transformer-based model, which makes it
perfect for text generation (Radford et al., 2019). The data for fine-tuning was collected on Russian-
language movie-related website. Aside from the text, the sentiment of the review was also parsed in
order to then make a sample less biased. The original dataset consists of 199k reviews (148k positive,
28k neutral and 21k negative) but it stratified for training: 60k total number of reviews, 20k for each
sentiment.

Data was transformed from a csv table to a textual file with prompts for model input. This format uses
line breaks to separate reviews and special characters to mark start (<s>) and end (</s>) of each string.
The structured data looks as follows:

<s>ToHanbHOCTE: [03UTHBHAS, HeliTpanbHas wian HerarusHast|\nTekcr: [TekcT OT3BI-
Ba|< /s>

Translation: <s>Sentiment: [positive, neutral or negative|\nText: [the text of the
review|< /s>

The objective of incorporating reviews with prompt into the model is to facilitate the memorization of
patterns by the ruGPT3. This is achieved by utilising the second segment of the prompt, which serves as
a continuation that the model must generate, namely, the review itself. The data then was split with the
ratio of 0.3/0.7 for test/train.

"https://huggingface.co/Tatyana/rubert-base-cased-sentiment-new
2https://github.com/ai-forever/ru-gpts
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Table 1 showcases the parameters selected for the fine-tuning of ruGPTLarge to accommodate GPU
memory constraints. Opting for the minimal batch size, as the table indicates, enhances the stability of
training at the expense of per-step computation efficiency (Li et al., 2022). The learning rate adheres to
the default setting. These configurations allowed the large model to complete fine-tuning within a time
frame of six and a half hours using the GPU.

Parameter Value
num train epochs 1

per device train batch size | 1

per device eval batch size | 1
block size 1024
learning rate 2.5e-4

Table 1: ruGPT3Large finetuning parameters.

The perplexity of the fine-tuned model, trained on movie reviews, has been measured to be 19.
Table 2 presents the parameter of generation. We choose them in order to make the model generate
more creative’ and less repetitive (temperature, top k, repetition penalty).

Parameter Value
repetition penalty 5.0
top p 0.95
top k 5
temperature 1

no repeat ngram size | 2.0

Table 2: ruGPT3Large generation parameters.

The result is evaluated by two metrics: BERTscore (Zhang et al., 2020) and Self-BLEU (Zhu et al.,
2018).

The first one computes the similarity of two sentences as a sum of cosine similarities between their
tokens’ embeddings. In the context of my research this score shows how different the LM generates the
output compared to the original text with the same prompt. The median BERTscore for the parallel data-
set (original review — generated review) of 1200 equals 69.7 percent. It means that the model generates
similar to the original, however it tends to create its own narratives. At Table 3 we show the example
of our parallel corpora: the text column contains human written texts, and the result column contains
Al-generated texts. As can be seen they both have the same prompts.

The BLEU score, a classical metric for text evaluation, is not suitable for our task. It is designed
for text-to-text tasks like machine translation, measuring translation accuracy. However, our research
focuses on creative text generation, where the output can be diverse. To assess text diversity, we utilize a
t metric called self-BLEU score.

This metric shows how diverse the output of the generated model is: ‘a higher Self-BLEU score
implies less diversity of the document, and more serious mode collapse of the GAN model’ (Zhu et al.,
2018, p. 4). This score is also calculated on the parallel dataset. To evaluate the quality of both types of
texts, we computed the self-BLEU-3 metric for each review, which reflects more structural diversity, and
calculated the mean values across the entire dataset. Our results, presented at Table 4, reveal that while
the metric is slightly better for the neural-generated texts, both the human-written and generated texts
exhibit similar levels of diversity.

This finding is surprising, given the longstanding perception that human-written texts are of higher
quality than their machine-generated counterparts (Hardcastle and Scott, 2008). However, we attribute
the small difference in favour of the generated texts to the parameters used in the generation process,
namely the repetition penalty and the no-repeat n-gram size. These parameters are designed to penalise
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sentiment

Generated reviews

Human reviews

HeliTpasibHast [neutral]

Jluanuo g oxkumas 60Jb-
mero.  PuiapM  ABHO
HEe JIOTSITUTUBAET [0
TOrO YPOBHs, Ha KO-
TOPBIN IpeIneHIyer.
[Personally, I expected
more. The film is clearly
not up to the level it’s
supposed to be.]

JInaao g oxkupaa 60JIb-
mero. PuibM gBHO He
nopaboTaH, HE XBATAET
[POJLyMAHHOI'O CMBICJIA.
[I was expecting more
of the same. The film
is clearly incomplete,
lacking thoughtful
meaning.|

HOJIOKHUTEJIbHAsSL [positive]

Ilepen, mamMm mOBOJIBHO
OecrBeTHasi WU TPEBOXK-
Hasl, HO B TO K& BpeMs
3aXBaTBBIBAIOIIAS UCTO-
pusi O TOM, KaK I'pyIIa
sopeit...[We have before
us a rather colorless
and disturbing, but at
the same time gripping,
story of how a group of

people...]

Ilepes HamMHM JOBOJIBHO
OecrBeTHasT M TPEBOXK-
Hasl, HO TEeM BpPEMEHEeM,
JKUBHEY TBEPXK IAIOIIAs
ucropust...[We are faced
with a rather colorless
and disturbing, but
in the meantime, life-
affirming story... |

orpunaresbHas [negative]

[Ipusnarocn bubM
penuia IOCMOTPETH
n3-3a Tpeisiepa. Own
MEHsI OYEHb BIIEYATIIAII
U s OXKHUJAJIA OT HEro
YEro-T0 HEBEPOATHOIO.
[I admit that I decided
to watch the movie
because of the trailer.
It really impressed me
and I was expecting
something incredible
from it.]

IIpusnarocy duibM pe-
I8 IIOCMOTPETh W3-
3a Tpeisiepa. Bropas
ommbka Moedi »xuzHM.|I
admit that I decided
to watch the movie
because of the trailer.
The second mistake of
my life.

Table 3: Example of our parallel corpora of texts with the same prompts.

the model for repeating words and sequences, thereby encouraging the model to produce more diverse
texts.

To explore semantic features of generated texts, we suggest the strategy based on Topic Modelling and
Sentiment Analysis methods.

Human-written reviews | Artificial reviews
mean 0.074323 0.032231
max 0.020033 0.011562
min 0.209597 0.127813

Table 4: Self-BLEU metric applied to human-written and neural-generated texts.

5 Controlled Text Generation Evaluation

5.1 Topic Modeling

This study aims to compare the topics extracted from generated by artificial intelligence (Al) texts and
human-written texts using the BERTopic algorithm with multilingual embedding model (Reimers and
Gurevych, 2019). The results, presented in Figures 1 and 2, reveal notable differences in the topics
discussed in these two sets of texts.

The topics showed in Figure 1 reveal the most frequent topics in our dataset of 1200 human-written
movie reviews. Although most topics are not very interpretable, there are several clusters that can be
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analyzed. Reviewers tend to focus their comments on various aspects of the movie’s production, such as
the soundtrack, acting performances, and visual effects.

Topic Word Scores

Topic 0 Topic 1 Topic 2 Topic 3
cewscoers [N o D oo I oo I
ceprova [ oce [ oo I <o
0 0.0050.010.0150.02 0 0.005 0.01 0 0.010.02 0.03 0.04 ©c o © © o
3§88
Topic 4 Topic 5 Topic 6 Topic 7
cayrarpex [ nouemy _ fesyuika tuHan _
MY3bIKY - 3TO _ AeBouKa aTo _
CONpoBoXKAeHHe - cBoen - Heé neca _
MY3bIKK - pone - MaTk napuxe -
0 0.005 0.01 0.015 0 0.0050.010.0150.02 0 0.0050.010.0150.02

0 0.02 0.04 0.06 0.08

Figure 1: The most frequent topics in the dataset of human-written movie reviews.

We can also see that people tend to focus on the setting and main characters (Topics 1, 3, 6, and

7). However, the descriptions provided by reviewers are often vague and generalised, lacking details or
named entities that could enhance nuance of their analysis.

On the other hand, the topics identified in Al-generated movie reviews focus on plot elements, action
scenes, and character descriptions (Topic 1, 2 and 5). This suggests that the LM has a better grasp of
narrative elements and character development. Interestingly, one named entity, Hans Zimmer, is present
in the "musical” topic, which could indicate that the LM has prior knowledge of famous people in the

domain.
Topic Word Scores
Topic 0 Topic 1 Topic 2 Topic 3
cnpae1nack _ nonyyunca _ 3eMnK _ co3parenu _
ponk _ nepcoHax _ pazpylieHus _ nonyJMnack _
carpana [ yenoseka _ nnaxery [ sto [
ponbio _ repoi _ npuwensUes _ KapTuHa _
cBoei _ KOTOPbIM _ cueHa _ 3aayMaTeea _
0 0.01 0.02 0.03 0 0.005 0.01 0.015 0 0.005 0.01 0.015 o 0'0050'01 O‘OJSO'OQ
Topic 4 Topic 5 Topic 6 Topic 7
pone _ OTHOWEHKUA _ cayHaTpex Ny4wmx _
OTMETUTL _ HHUMKH _ unmMmMepa CaMbIX _
ocobeHHo _ POMAHTHYECKHE _ DUNbMY KWHemMaTorpada _
HMCOoNHKWN _ 3aBA3bIBAKTCA _ IKpaHe pexuccepos -
0 0.02 0.04 0.06 0 0.010.020.030.04 0 0.02 0.04 0.06 0.08 1] 0.02 0.04

Figure 2: The most frequent topics in the dataset of Al-written movie reviews.

These findings highlight the strengths and limitations of both human and Al-generated movie reviews.
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While human-written reviews are better at evaluating technical aspects of the movie’s production, Al-
generated reviews excel in capturing plot and character details. Future research could explore ways to
combine the strengths of both types to improve the quality of generated movie reviews.

We are interested in topic modelling not only as an exploratory data analysis tool but also as a metric
for evaluating the similarity between two datasets’ topic distributions. To address it, we compute the Co-
sine similarity between vectorized representations of topics. This metric yields a value ranging from 0 to
1, where 0 denotes minimal similarity and 1 signifies complete identity. For our dataset, the cosine value
is 0.56, indicating that while the topics are largely congruent, they also exhibit certain distinctions. Thus,
we conclude that an ideal cosine similarity range lies between 0.50 and 0.70. Scores within this range
indicate a balanced similarity level. A score of 1 would suggest overfitting, implying entirely identical
token distributions, while a substantially lower score around 0 would suggest underfitting, indicating a
lack of topic congruence and potentially suggesting that the topics are not related to movies.

5.2 Sentiment Analysis

The fine-tuned BERT is used to evaluate controlled attribute quality on a parallel corpus.

The classification achieves 74 percent accuracy on human data and 66 percent on neural data. This
could indicate either inaccurate classification or issues with claimed sentiment. To investigate further, a
confusion matrix is examined.

Figure 3 presents the confusion matrix for human-written review classification, with labels O (neutral),
1 (positive), and 2 (negative) sentiment.

350

300

250

200

True label

150

100

0 1 2
Predicted label

Figure 3: Confusion matrix for the results of human-written reviews classification by sentiment.

Confusion matrix analysis shows high accuracy for negative sentiment (365 out of 400 true negatives)
but challenges in distinguishing positive sentiment. People’s tendency to use less explicit language in
positive reviews creates a subtle and emotionless tone, leading to confusion with neutral sentiment.
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Negative sentiment, requiring stronger conviction, is more clearly expressed.

350

300

250

200

True label

150

100

50

0 1 2
Predicted label

Figure 4: Confusion matrix for the results of Al-written reviews classification by sentiment.

The different distribution of true predicted labels is seen on the Figure 4, which displays confusion
matrix of generated text by Al In this case, the positive sentiment achieves the highest accuracy, while
the neutral sentiment is the least accurate. This disparity provides valuable insights into the performance
of the classifier. While Figure 3 might have suggested that BERT was biased towards neutral sentiment,
the current findings indicate that the problem may be attributed to the nature of the texts themselves.

It is widely accepted that models may struggle to identify neutral sentiment. In this context, it is
notable that our fine-tuned model appears to generate neutral sentiment less accurately than positive and
negative sentiment.

Upon manually analyzing the neutral texts, we discovered a recurring pattern where many of them
ended with the phrase "highly recommend to watch" or included a mention of "10 out of 10" ratings.
This observation suggested that the model has a bias towards generating positive reviews even when the
sentiment should have been neutral.

6 Conclusion

In this study, we have presented results of an approach to the validation of controlled text generation,
which involves the use of popular natural language processing methods as reliable metrics to investigate
the success of LM’s generation. Our experiments showed the potential of Topic modeling and Sentiment
Analysis tools to provide a deeper and more accurate estimation of the semantic consistency of generation
validated on a parallel dataset that includes the controlled attribute, the original human-written text, and
the generated text with the same beginning as in the original review.

Our approach has been implemented using the decoder’s part (ruGPT3) of transformer architecture
as a generative model and the encoder part (ruBERT) as a validation tool. Our findings offer important
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insights into the structure of movie reviews in general.

Funding: This article is an output of a research project “Text as Big Data”: modeling of con-
vergent processes in language and speech by digital methods” implemented as part of the Basic
Research Program at the National Research University Higher School of Economics (HSE Univer-
sity) in 2023.
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