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Abstract: As we know internet is the source of large number textual document those are created by users and distributed in 
various forms. Most of existing works are done on topic modelling and the evolution of individual topics, while sequential 
relations of topics in successive documents published by a specific user are ignored. In this paper, in order to characterize and 
detect personalized and abnormal behaviours of Internet users, we propose Sequential Topic Patterns (STPs) and formulate the 
problem of mining User-aware Rare Sequential Topic Patterns (URSTPs) in document streams on the Internet. They are rare on 
the whole but relatively frequent for specific users, so can be applied in many real-life scenarios, such as real-time monitoring 
on abnormal user behaviours. We present a group of algorithms to solve this innovative mining problem through three phases: 
preprocessing to extract probabilistic topics and identify sessions for different users, generating all the STP candidates with 
(expected) support values for each user by pattern-growth, and selecting URSTPs by making user-aware rarity analysis on 
derived STPs. Twitter is the best real time example, from that we able to discover the users abnormal behaviour. This approach 
gives the effective and efficient way to find out rare pattern in document string. 
Index Terms: Web mining, sequential patterns, document streams, rare events, pattern-growth, dynamic programming 
 

I. INTRODUCTION 
The main goal of mining is to discover the useful and unexpected patterns in database. There is lot of work in the field of data 
mining about pattern mining. In this, we will be interested by a specific type of database called sequence databases. Sequence 
database contains some sequences. Here we find out sequential pattern in document stream. Sequential pattern mining has wide 
applications on the client purchase behaviour analysis, web-log analysis and medical record analysis. We find out the pattern that is 
frequently used by the user. This technique is useful to find out the users abnormal behaviour on the internet. Sequence database 
sequence pattern mining is the task of finding patterns which are present in a certain number of instances of data. The identified 
patterns are expressed in terms of sub sequences of the data sequences and expressed in an order that is the order of the elements of 
the pattern should be respected in all instances where it appears. If the pattern is considered to be frequent if it appears in a number 
of instances above a given threshold value, usually defined by the user, then it is considered to be frequent. 
There may be huge number of possible sequential patterns in a large database. Sequential pattern mining identifies whether any 
relationship occurs in between the sequential events. The sequential patterns that occur in particular individual items can be found 
and also the sequential patterns between different items can be found. The number of sequences can be very large, and also the users 
have different interests and requirements. If the most interesting sequential patterns are to be obtained, usually a minimum support is 
pre-defined by the users. By using the minimum support, sequential patterns which are not so important is taken out and hence the 
mining process will be more efficient [2]. 
In this paper, we focus on the problem of mining sequential patterns. Sequential pattern mining finds interesting patterns in 
sequence of sets. Mining sequential patterns has become an important data mining task with broad applications. 
For example, supermarkets often collect customer purchase records in sequence databases in which a sequential pattern would 
indicate a customer’s buying habit. Sequential pattern mining is commonly defined as finding the complete set of frequent 
subsequences in a set of sequences [1]. Much research has been done to efficiently find such patterns. But to the best of our 
knowledge, no research has examined in detail what patterns are actually generated from such a definition. In this paper, we 
examined the results of the support framework closely to evaluate whether it in fact generates interesting patterns. 
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II. LITERATURE REVIEW & RELATED WORK ON STRING PATTERN MATCHING 
Topic mining in document collections has been extensively studied in the literature. Topic Detection and Tracking (TDT) task [3], 
[9] aimed to detect and track topics (events) in news streams with clustering-based techniques on keywords. Considering the co-
occurrence of words and their semantic associations, a lot of probabilistic generative models for extracting topics from documents 
were also proposed, such as PLSI , LDA [7] and their extensions integrating different features of documents [5]  as well as models 
for short texts  like Twitter-LDA . In many real applications, document collections generally carry temporal information and can 
thus be considered as document streams. Various dynamic topic modelling methods have been proposed to discover topics over time 
in document streams [6], and then to predict offline social events [8]. However, these methods were designed to construct the 
evolution model of individual topics from a document stream, rather than to analyze the correlations among multiple topics 
extracted from successive documents for specific users. Sequential pattern mining is an important problem in data mining, and has 
also been well studied so far. In the context of deterministic data, a comprehensive survey can be found. The concept support is the 
most popular measure for evaluating the frequency of a sequential pattern, and is defined as the number or proportion of data 
sequences containing the pattern in the target database. Many mining algorithms have been proposed based on support, such as PrefixSpan 
[15], FreeSpan [12] and SPADE . They discovered frequent sequential patterns whose support values are not less than a user-defined threshold, 
and were extended by SLPMiner to deal with length decreasing support constraints. Topic mining has been extensively studied in the literature. 
Topic Detection and Tracking (TDT) task [3] aimed to detect and track topics (events) in news streams with clustering-based techniques. Many 
generative topic models were also proposed, such as Probabilistic Latent Semantic Analysis (PLSA) [11], Latent Dirichlet Allocation (LDA) [5] 
and their extensions. 
In many real applications, text collections carry generic temporal information and therefore can be considered as a text stream. To 
obtain the temporal dynamics of topics, various dynamic topic modeling methods have been proposed to discover topics over time 
in document streams [6]. However, these methods were designed to extract the evolution model of individual topics from a 
document stream, rather than to analyze the relationship among extracted topics in successive documents for specific users. 
Sequential pattern mining has been well studied in the literature in the context of deterministic data, but not for topics with 
uncertainty. The concept support is the most popular criteria for mining sequential patterns. It evaluates frequency of a pattern and 
can be interpreted as occurrence probability of the pattern. 
 Many methods have been proposed to solve the problem of sequential pattern mining based on support, such as PrefixSpan [16], 
FreeSpan [9] and SPADE. These methods were designed to discover frequent sequential patterns whose supports are not less than a 
user-defined threshold minsupp. However, the obtained patterns are not always interesting, because those rare but significant 
patterns are pruned for their low supports. Furthermore, the frequent sequential pattern mining from deterministic databases is 
completely different from the STP mining that handles uncertainty of topics. Few researches addressed the problem of sequential 
pattern mining on uncertain data. Muzammal and Raman [10] proposed a method to discover frequent sequential patterns from 
probabilistic databases and evaluated the frequency of a pattern based on the expected support. However, the data model cannot be 
applied to topic sequences. In addition, they focused on the frequent pattern mining and failed to discover interesting rare patterns 
for some users.  

 
Fig. 1. Processing framework of URSTP mining. 
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In this section, we propose a novel approach to mining URSTPs in document streams. The main processing framework for the task 
is shown in Fig. 1. It consists of three phases. At first, textual documents are crawled from some micro-blog sites or forums, and 
constitute a document stream as the input of our approach. Then, as preprocessing procedures, the original stream is transformed to 
a topic level document stream and then divided into many sessions to identify complete user behaviours. Finally and most 
importantly, we discover all the STP candidates in the document stream for all users, and further pick out significant URSTPs 
associated to specific users by user-aware rarity analysis. 
 

III. ANALYSIS OF PROBLEM 
 Here analyzed the problem related to pattern matching. Given string T(text) and P(pattern), the pattern matching problem consists 
of finding a substring of T equal to P. Algorithms are designed and analyzed the problem. [13]. In information retrieval, to improve 
recall of a web search on a person name or any user entered sting a search engine can automatically expand a query using aliases of 
the name or string [14]. In our previous example, a user who searches for Amitabh Bacchan might also be interested in retrieving 
documents in which Bacchan is referred to as BigB. Consequently, we can expand a query on real name using his alias name BigB. 
The semantic web is intended to solve the entity disambiguation problem by providing a mechanism to add semantic metadata for 
entities. However, an issue that the semantic web currently faces is that insufficient semantically annotated web contents are 
available. Automatic extraction of metadata can accelerate the process of semantic annotation. For named entities, automatically 
extracted aliases can serve as a useful source of metadata, thereby providing a means to disambiguate an entity. 
   

IV. RESEARCH CHALLENGES 
Today several methods are available for efficiently discovering sequential patterns according to the initial definition. Such patterns 
are widely used for a large number of applications. But still there are various research challenges in this field of data mining. Some 
of the research challenges [16] are:  
(1)Finding the complete set of patterns and satisfying the minimum support (frequency) threshold is a complex task. When the 
database is large, distributed sequential pattern mining is used for mining process which helps to increase the scalability. 
(2)The ability to incorporate various kinds of user-specific constraints is a complex process. To add other useful constraints to the 
RFM patterns, for example, the constraint that the number of repetitions in a sequence must be no less than a given threshold.  
(3)Constraints like frequency and Monetary constraints are difficult to be studied and checking their effect with respect to execution 
time, memory usage and scalability is also difficult.  
(4)Algorithm should handle large search space. Repeated scanning of the database during the mining process must be reduced as 
much as possible.  
(5)Various methods are used by which early candidate sequences are pruned and search space partitioning will be possible for 
efficient mining of patterns.  
(6)There are many interesting problems especially in the development of specialized sequential pattern mining methods for 
particular applications such as DNA sequence mining[1] that may identify faults which in turn allows various insertions, deletions, 
and mutations in DNA sequences, and handling industry or engineering sequential process analysis are interesting issues for future 
research. The mining of multi-level time-interval sequential patterns are performed by using fuzzy time value.  

V. CONCLUSION 
Mining user-related rare Sequential Topic Patterns (STPs) in document streams on the Internet is an innovative challenging 
problem. It formulates a new kind of patterns for uncertain complex event detection and inference, and has wide potential 
application fields, such as personalized context aware recommendation and real-time monitoring on abnormal user behaviours on 
the Internet. Due to the continuous addition of large amount of data in the databases, the idea of sequential pattern mining is 
becoming popular. Various algorithms have been developed that are used for mining the sequential patterns in the data. These 
algorithms have proved to be more effective for smaller databases, but when the size of the database is increased, their performance 
may decline. Hence these methods have to be improved in order to perform the mining processes in a better way. 
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