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Abstract

In this paper, neural network model has been used to estimation of resonance frequency of a coaxial feed C-slotted Microstrip
Antenna. The Multi-Layer Perceptron Feed forward back Propagation (MLPFFBP) and Radial basis function Artificial Neural
Network (RBFANN) have been used to implement the neural network model. A relative performance analysis of the proposed
neural network for different training algorithms. Number of neurons and number of hidden layer is also carried out for estimating
the resonance frequency. The method of moment (MOM) based IE3D software was used to generate data dictionary for training
and validation set of ANN. The results obtain using ANN are compared with simulation feeding and found quite satisfactory and
also it is concluded that RBFANN network is more accurate and fast compared to MLPFFBP network algorithm.

Index Terms: Artificial Neural Network, C slot, Microstrip Antenna, Multilayer Feed Forward Networks, Radial basis

function Artificial Neural Network, Resonance frequency.

1. INTRODUCTION

Microstrip antennas due to their many attractivatdees
have drawn attention of industries for an ultimsttution for
wireless communication. The existing era of wirgles
communication has led to the design of an effigievitle
band, low cost and small volume antennas whichreadily

be incorporated into a broad spectrum of systems [1
2].sufficient amount of work [3-10] indicates hoviNAN have
been used efficiently to design rectangular Miaipst
antenna for the determination of different patcmetisions

i,e length,width,resonant frequency, radiationcificy etc.

In this paper, an attempt has been made to expheit
capability of artificial neural networks to calctdathe
resonating frequency of coaxial feed C-slotted bEtrip
patch antenna. The trained ANN is used to determine
different important antenna characteristics for ioas
structural input variables.Neoro models are commnally
much more efficient than EM models once they aaeéd
with reliable learning data obtained from a “fingibdel by
either EM simulation or measurement [3, 4, 5, 63 Tieuro
models can be used for efficient and accurate dgsiion
and design within the range of training.

In this work, the authors extend the work on the akthe
artificial neural network (ANN) technique taking tan
account different variants of back propagation nirgj
algorithm with MLPFFBP and RBF ANN model are stegbs
upon in place of conventional numerical technigfegsthe
C-slot microstrip antenna design. Then, with the NAN
results, simulated results from the IE3D softwame a
compared.

2. DESIGN AND DATA GENERATION

Designing of micro strip patch antenna depends hvaet
parameters. In this paper The rectangular patchrdgidp
antenna is designed to resonate at 6.8 GHz fregueith
dielectric constant 2.2,Substrate thickness h =mfn5
,L=16.01mm and W=19.73mm. The width (W) and length
(L) of antenna are calculated from conventional adigns
[11].
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For generating data, we simulated the frequencyaitom
response of the antenna for various patch dimessigsing
method of moments based simulation software IE3Eor
training and testing of the ANN, 100 data setsgaeerated
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by simulation using IE3P simulation software. Four
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Figure.l .C-slotted Microstrip Patch antenna

the vertical slot length,Yyand W, are the upper and lower
vertical patch length respectively. Figurel. sholeslayout
of a coaxial probe-fed C-slotted patch antenna.

The four dimensions L1,VW, and W, are varied from 0.1

to 3 mm and we have taken corresponding simulated
resonance frequencies. The feed position is vadriedery
close steps varying around one sixth of the ler{§thm
microstrip centre) within 1.5mm along the lengtthege
sampled points are then scaled to remain withinrémge

[-1, 1] and used as the training data for the nekwo

3. NETWORK ARCHITECHTURE AND
TRAINING

For the present work the Multi-Layer Perceptron d-ee
forward back Propagation neural network [12, 13H an
Radial basis function Artificial Neural Network meld are
used. These networks can be used as a generalofunct
approximator.lt can be approximate any functionhwi
finite number of discontinuous, arbitrary well give
sufficient neurons in the hidden layer. The moddirained
with 100 sets of input/output data, which are aledi by
IE3D software based on MoM. The model is trained fo
different values of parameters (L1;\W, and W )to get a
desired frequency.

3.1 Multi-Layer Perceptron Feed forward Back Pragiimm
(MLPFFBP) Neural Network.

MLP networks are feed forward networks trained vitil
standard back propagation algorithms to achieve the
required degree of accuracy.

They are supervised networks, and also they redjuire
desired response to be trained. With one or twaldnd
layers they can approximate virtually any inputpatitmap.
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Figure 2. Three layer MLPFFBP network architecture

The weights of the networks are computed by trgjirtime
network using back propagation algorithm [14, 15].1
present work, the MLPFFBP (Levenberg-Marquardt)
architecture shown in Figure 2.

In this network there are four input neurons in thput
layer, 25 hidden neurons in the hidden layer arel artput
neuron in the output layer. The training time iss#gonds
and training performs in 250 epochs. In order tal@ate the
performance of proposed MLPFFBP-ANN based model for
the design of microstrip antenna, simulation reswdte
obtained using IE3D simulator and generated 82 tinpu
output training patterns and 18 inputs-outputspeasterns to
validate the model. During the training process ileeral
network automatically adjusts its weights and thods
values such that the error between predicted anglsd
outputs is minimized. The adjustments are comphbtethe
back propagation algorithm. The training algorithmost
suitable is trainlm.The error goal is 0.001.Thensfar
function is tansig in the architecture.

Performance iz 1.01575e-008
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Figure 3. Number of epochs to achieve minimum mean
square error level in case of MLPFFBP training athm
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In Table | resonant frequencies obtained using IE3D
software and using MLPFFBP algorithm for differdast

patterns are compared and Mean square error has bee

calculated in Table I.

Table I: Comparison of results obtained using IE8fBware

and MLPFFBP —ANN algorithm
1\?; W, | W: | W | LI FI(E‘?E} Fﬁ%ﬂ MSE
1 | 75 | &7 | 58 | 23 | sz 6224 0.0001
2 7 ] 7 £ 26 6276 0055
3 7 | 68 | 82 6883 6804 0.0012
4 | g4 | 64 | 72 6876 6373 0
3| 72 | 62 | B8 | 32 | 62 6278 0.0
8 7 | 65 | 635 | 23 | sam 6353 0.0001
T 71 | 66 | 63 | 93 | 68 6804 0.0m%
B | 72 | &2 | & | 23 | 21 6273 0
Pl 74 | 62 | 57 | 94 | 8% 6278 ]
] 71 | 71 | 58 | 21 £ R4 8854 1]
L 74 | 64 | 62 | 28 | &2% 6373 0.0001
12 | 65 | 68 | 71 | 98 | 62® 6376 ]
13 ] 64 | &3 7 | 87 | 658% 6376 0
4| g6 | 66 | 58 | 96 | s2m 687 i
15 66 | 66 | 58 | 94 | o= 6353 0
16 | 73 | 63 | 54 | 92 | &2% 6276 ]
17| 7 g 7 g 5881 6278 0.0541
12 72 | 62 | 66 | 92 | &2% 6878 0.0

Figure 3.shows the training performance of the hipex
neural model for proposed antenna using MLPFFBP
algorithm. Model is trained in 250 epochs and tlaéning
time was 26 seconds.

3.2 Radial basisfunction Artificial Neural Network

Radial basis function network [16, 17] is a feedward
neural network with a single hidden layer that wvadial
basis activation functions for hidden neurons.RBEvorks
are applied for various microwave modeling purpoEee
RBF neural network has both a supervised and ungispd
component to its learning. It consists of threeetayof
neurons-input, hidden and output. The hidden laymron
represents a series of centers in the data spach.dt these
centers has an activation function, typically GarssThe
activation depends on the distance between thecipes
input vector and the centre. The farther the vettdrom
the centre, the lower is the activation and vicesae
[12].The generation of the centre and their widthslone
using an unsupervised k-means clustering algoritfitre
centre and widths created by this algorithm themfohe
weights and biases of the hidden layer, which ramai
unchanged once the clustering has been done.

The typical RBF network structure is given in Figudr

Figure 4: RBF-NN Basic Structure

The parameters ci and are centre and standard deviations
of radial basis activation functions. Commonly usadial
basis activation functions are Gaussian and Muligdigatic.

Given the input x, the total input to the ith hésidneuronyi
is given by —

j=1

Where N is the number of hidden neurons. The outplute
of the ith hidden neuron is Zi s (yi) ,wherec (yi) is a
radial basis function. Finally, the output of thBRnetwork
are computed from hidden neuron is given by-

WV = | E w.k, kK= 12,3, ....N

ﬂ";':c;.

Where wi is the weight of the link between thenturon of
the hidden layer and kth neuron of the output layer

In RBF network, the spread value was chosen ag, 0.0
which gives the best accuracy. The network wasedhi
with 82 samples and tested with 18 samples. Irsthueture
there is one input and one output was used foattadysis
ANN.
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Figure 5. Number of epochs to achieve minimum mean
square error level in case of RBF network
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The RBF network automatically adjusts the number of
processing elements in the hidden layer till thdingel
accuracy is reached. The training algorithm is pesused
k-means clustering algorithm.

Figure 5. shows the training performance of theettgped
neural model using RBF Network. Model is trained 93
epochs.

It is clear that RBF network is much faster thagdféorward
networks since RBF network is trained fewer epadttizs
feed forward network

4. RESULTSAND DISCUSSION

The antenna fabricated for validation of ANN aireidated
using IE3D simulation software for comparison and
validation purpose of ANN, because the specificataf
these antennas are not included in the training ldase. The

results of IE3D simulation software and MLPFFBP
(Levenberg-Marquardt) training algorithm is shown i
Figure 6.

It has been established from Figure 3.that the MiBH
training algorithm is the optimal model to achielesirable
values of speed of convergence. It has been olibdhat
250 epochs are needed to reduce MSE level to avédue
1.01575e-005 for three layers MLPFFBP with traresga
transfer function. Achievement of such a low valok
performance goal (MSE) and accuracy of 99.89% atdi&
that ANN model is an accurate model for designihg t
Microstrip patch antenna. It is observed that @isimost
suitable transfer function for present work. MinimMSE
is calculated after training the network and intédain
Table |

As the work signifies RBF-ANN is also used to motiet
Microstrip patch antenna. A Radial Basis Functicunal
network has an input layer, a hidden layer and atpub
layer. The neurons in the hidden layer contain Gans
transfer function whose outputs are inversely prigaal to
the distance from the centre of the neuron. Itsisdished
from Figure 5. That RBF is giving results not omhore
accurate but fast also, the presented RBF netwak h
performed training in less epochs than MLPFFBP1SIs i
concluded that RBF architecture is better from MEBP to
the accuracy of 99.97% and quite faster compaitsgtive

CONCLUSIONS

Artificial neural network structure is used for &rsis of
C-slotted Microstrip patch antenna characteristics.
Multilayer Perceptron trained in the backpropagatimode
(using Levenberg-Marquardt algorithm) and Radiasiba
Function Network model are developed. The important
characteristics namely, resonance frequenciesrautavith

the present techniques are closer to the experahesgults
generated by simulating a large no. of C-slottedraositrip
patch antenna using IE3Dsoftware.The comprehensive
comparison found that RBF network is better than
MLPFFBP network in prediction accuracy, trainingndi
and training speed. It proved that the RBF neuevark is

more efficient and accurate than MLPFFBP neuralvogk.
The developed neural network methodology can be
extended for characterizing other different shapss
Microstrip antenna.
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Figure 6. Comparison of frequency of antenna obthimsing
IE3D simulation software and Trained with MLPFFBP.
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