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Abstract 

To highlight the saliency object clearly from the foreground, we propose a saliency 

detection method based on global contrast with cluster. Due to the fact that background 

pixels usually have similar patches, we use cluster analysis to merge the background 

regions. By using mean shift filter, the background pixels with similar color level are 

clustered and the saliency calculation can be decreased a lot. In the method, we use the 

contrast of color feature with all the other pixels to compute the saliency map. A weight 

coefficient is utilized to improve the detection accuracy in global contrast differences 

evaluation. The results of extensive experiments on public dataset show that our method 

perform well and can highlight the salient object clearly against the other five 

state-of-the-art methods. Besides, we demonstrate that the applications in image 

segmentation and fusion with our saliency map can get satisfactory results.   
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1. Introduction 

The aim of visual attention demonstrated that human perception of an image is 

developed by a combination of attention, eye movements, and memory [1]. Visual 

Attention acts as a gatekeeper, passing a relevant subset of the stimuli to one or more 

limited capacity processes [2]. In the front of a complex scene, attention enables object 

recognition processes to work on a single item at a time. In this way, humanity can only 

attend to a single thing at a time, and visual attention guilds people to some “salient” 

regions. The main task of saliency detection is to detect regions or objects of interested in 

images. In recent years, saliency detection has been used widely in computer vision, 

including object recognition [3-5], image compression [6, 7], image matching [8, 9], and 

image segmentation [10-13].  

The existing saliency detection models based on psychology can be categorized into 

two classes: bottom-up and top-down models. On one hand, attention can be driven 

exogenously, by an external stimulus event that automatically draws attention to a 

particular location [14]. The bottom-up model [15-19] following the exogenous attention 

is referred to as “stimulus-driven”, and the attention factors is related to the characteristics 

of the scene, including color, contrast, and orientation, and saliency maps show pixels 

which are related to low level properties in the initial visual scanning process. On the 

other hand, in endogenous cueing, attention is presumed to be under the overt control of 

the subject. The top-down model [20-23] following endogenous attention is a goal-driven 

attention model which is closely related to specific cognitive task, it needs to analysis the 

high-level semantic information with prior knowledge to get the saliency region.  

A number of saliency analysis methods and saliency detection models based on 

different mathematics theory have been proposed. Based on Koch & Ullman visual 

attention model, the Itti model [24] is the most classic bottom-up visual saliency 

computational model, and a lot of bottom-up and top-down models are original from it. In 
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the model, pre-attentive multi-scale features (color, intensity, orientation) extraction were 

decomposed from the image firstly, then feature maps are computed with center-surround 

operation in each of those feature channels, and finally, the saliency map is composed 

with the feature maps competition. Different from Itti model, Hou et al. [25] presented a 

simple method for the visual saliency detection. Given an input image, the spectral 

residual defined as the difference between the log spectrum and the averaged spectrum 

denotes the saliency information of the image, and the author also proposed a fast method 

to construct the corresponding saliency map in spatial domain. In [16], supported by the 

four psychological evidences, the author proposed a novel algorithm for context-aware 

saliency detection. Except for the dominant objects, the saliency region by the CA 

algorithm also includes the unique parts of the background. Furthermore, to enhance the 

saliency detection, a single-scale local-global saliency operator is used to get the saliency 

region, The method used multiple scales and weighted prior-knowledge as coefficient. In 

[17], using image color statistics, a histogram-based contrast (HC) method was proposed 

to define saliency values for image pixels. The HC algorithm evaluates global contrast 

differences of the image, and the saliency of a pixel is defined as color contrast to all 

other pixels. In the same paper, utilizing spatial coherence of the image, a region-based 

contrast (RC) method was also proposed to compute the saliency region.  

The ideal saliency map should ignore all the background, and emphasize the dominant 

object only. However, for image with complex background, the saliency maps in the 

above methods highlight the background more or less. In this paper, we hope to detect the 

salient objects separated from the background part. To achieve this goal, based on the 

famous HC algorithm, we propose a bottom-up saliency detection method which utilizes 

mean shift cluster and global contrast computation. Compared with the current state-of-art 

saliency detection models, our method has great improvement on the salient objects 

highlight. The experimental results on public data sets show that our method outperforms 

other saliency methods, and has saliency detection robustness even for images with 

complex background.  

The remainder of the paper is organized as follows: in Section 2, we briefly review the 

HC saliency detect algorithm; in Section 3, we present the proposed method and 

experimental results are presented in Section 4, we demonstrate two applications with our 

saliency map in Section 5 and conclusions are drawn in Section 6. 

 

2. HC Algorithm 

In [17], Cheng et al. proposed the histogram-based contrast (HC) saliency detection 

method. It is bottom-up data driven saliency detection using global contrast of image, and 

the principles which the author complied with are listed as following: 

(1) Saliency detection method should separate a large-scale object from its 

surroundings 

    (2) Considering global contrast, the similar image regions can be assigned a 

comparable saliency values. 

(3) In saliency computation, the nearby regions play more importance than the 

distant regions. 

(4) The saliency detection function should be completed fast and easily.  

In HC algorithm, for an image I , the saliency of a pixel nU is defined as 

( ) ( , )
n

n j n

I I

S I D I I
 

                             (1) 

Further, the definition can be modified as: 

1

( ) ( ) ( , )
n

k l j l j

j

S I S c f D c c


                         (2) 
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Where, lc  is the color value of pixel 
kI , n  is the pixel colors number, and jf  is 

the probability of pixel color jc . 

In the computation, to improve the running time, the authors utilized color quantization 

method to reduce the number of colors. And to reduce the noisy saliency value [17], the 

saliency value of each color was replaced by the weighted average saliency values of 

similar colors. The definition of saliency map is as follows: 

'

1

1
( ) ( ( , )) ( )

( 1)

m

i i

i

S c T D c c S c
m T 

 


                      (3) 

Where 
1

( , )
m

i

i

T D c c


  is the sum of distances between color ic , m  is the nearest 

pixels, generally, it is set to 4 in [17]. 

 

3. The Proposed Method 
 

3.1 Mean Shift Filter 

Color feature analysis is a low-level digital image processing and image understanding 

method. Each data in the image can be mapped to a multi-dimensional feature vector 

color. Because of the probability density function of the image is unknown, a common 

practice is to make assumptions about the probability density function, so that cluster 

analysis [26] is the most appropriate method of feature space analysis, each cluster 

distribution is assumed to obey the Gaussian mixture distribution, usually Gaussian 

mixture distribution parameters can be estimated by minimizing the error criterion. The 

most commonly used non-parametric estimation method is based on kernel density 

estimation which uses the kernel function ( )K x , for each sample ix , a positive definite 

matrix is utilized to represent the relative scale and the shape of the window of ix . 

In this paper, we utilize the traditional mean-shift algorithm to cluster the original 

image before detected. The mean shift algorithm was originally presented in 1975 by 

Fukunaga and Hostetler [27], and is developed by [28] [29]. Nowadays, it has been 

widely applied in computer vision and image processing area. In application with image 

filter, it is used as a type of nonparametric clustering method. Given n  data points 

, [1, ]ix i n , in the space
dR , in the mean-shift theory, the kernel density gradient 

estimation of x  is defined as 

1

1
   ( )  ( )

n

i

i

P x K x x
n 

   -                              (4) 

Using the Kernel form 
2

( ) i
iK ck

h

 
  

 
 

x - x
x - x                              (5) 

Where h  is the size of window, c  is normalization constant. The kernel function is 

usually defined by  

22( )

x

K e 


x                                    (6) 

Denoted by 

( ) ( )g x K  x                                    (7) 

We get 

http://en.wikipedia.org/wiki/Computer_vision
http://en.wikipedia.org/wiki/Image_processing
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The mean shift vector can be computed by 
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To decrease the numbers of color, we only use the color level domain. Due to the fact 

that Luv and Lab color space are more compatible with human perception than RGB 

space, in this paper, the vector x  is defined as: ( )luvx I .  

Using the weighted average of vector x  as feature, we compute the mean shift vector 

by the following equations:  

2 2 2
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                   (11) 

Given initial ix , ( )g x and h ,  denotes the error, the mean shift filter algorithm 

procedure can be described as: 

(1) Compute m(x) by the equation (11). 

(2) Let ( )ix m x . 

(3) If ( ( )m x x   ), end loop; else go to step (1). 

The performance of the mean shift filter is shown in this section. In this experiment, 

we apply the filter to four images with complex background. The first row of Figure 1 list 

the original images and the processed images after mean shit filter are list on the second 

row. Objectively, as shown in Figure 2, we list all the color distribution of the above 

images. The upper row of Figure 2 are the color distribution of original images and the 

color distribution of corresponding images after filter are shown in the under row. 

Specifically, the comparison of numbers of color is shown in the Figure 3. It is clearly 

seen that quite a few colors are eliminated after the mean shift filtering. Furthermore, the 

reduction percentages are list in Table 1. It can be observed that 15% colors are reduced at 

least, and the average reduction percentage is 22.8%. 
 

.     
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Figure 1. Performance of Mean Shift Filter 

  

    

Figure 2.  Color Distribution of Images in Figure 1 

  

Figure 3.  Histogram and Line Char of Color Numbers of Images in Figure 1 

Table 1. Comparison of Color Numbers of Images in Figure 1 

Fig.1(a) 31250 5657 18.1% 

Fig.1(b) 48153 14985 31.1% 

Fig.1(c) 47983 12467 26.0% 

Fig.1(d) 45493 6728 14.8% 

 

3.2 Saliency Map Computation 

In this paper, due to the fact that the vision system is sensitive to contrast in visual 

signal, we compute the values of saliency map by using color statistics of the clustered 

image. Specifically, the saliency of a pixel is defined by the color contrast to all other 

pixels. Meanwhile, in order to improve the accuracy of the saliency map computation, we 

define the weight coefficient ( )iw I  to emphasize the effect of every pixel, which means 

the weight of the pixel iI .The difference between the original image and the processed 

image denotes as 

( ) ( )i i iI I I m                               (12) 

As we know, the bigger ( )iI means the less saliency. In this paper, the variance rate 

i  of pixel iI  is defined as 
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( )
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Accordingly, the weight ( ) [0,1]iw I   is defined by  

2

1
( )

1
i

i

w I





                            (14) 

In implementation, to reduce the number of colors further, R, G, B in three channels is 

divided into 16 intervals. In this way, the colors change into16 16 16  , normalized to 

the range [0:1]. Because of the visual system is more sensitive to green color, the 

definition of color quantization denotes as 

 ( , , ) 256 16r g b r g b                              (15) 

Further, the saliency map of image I is defined as: 

1

( ) , ( )
n

li li lp li

p

S C C C w C


                            (16) 

Where liC  is the color value of pixel ( )I i , n  is the number of distinct pixel colors, 

and ( )liw C is the weight coefficient of pixel color liC , ,li lpC C is the Euclidean distance 

between the two patches in color space. 

Note that the same color level pixels have the same saliency value by the definition, the 

equation (16) can be written as: 

2
1

1
( ( ) ) ( ) ( ) , ( )

1

k
j

i li li lj

j i

n
S I m S C C m C m

k 

  


               (17) 

Where, lc is the color value of pixel iI , k  is the pixel colors number, and jn is the 

probability of pixel color ljC . Due to the fact that the perceived difference approximates 

Euclidean distance in CIE L*a*b color space, in this procedure, the CIE L*a*b color 

space is used. 

In HC, in order to reduce noisy saliency results caused by using similar colors, a color 

space smoothing step is used to refine the randomness value for each color. The author 

computed the saliency value by the weighted average saliency values of similar colors. In 

our method, we utilize mean shift filter to decrease colors a lot, it can efficiently compute 

color contrast without the drawback caused by similar color estimation, in this way, our 

method can detect the saliency region separately from the background, and the 

computation time of saliency map is faster than the HC algorithm. 

Accordingly, the procedure of our proposed method is described as follows:  

(1) with given the value of h , process the original image by mean shift filter to get a 

new ( )I m .  

(2) compute weight coefficient of all the pixels by equation (114). 

(3) compute the saliency map by equation (17). 

 

4. Experimental Results   

In this section, we evaluated our saliency detection method and presented the 

comparison with several state-of-the-art models on available dataset provided by Achanta 

[33] et al. All the experiments run on a computer with Intel Celeron processor M 2.7GHz, 

4GB memory, the OS is Microsoft Windows XP, and the running plat is MATLAB 

2012b.  

The dataset which is publicly available contains 28000 natural images with has the 

human-marked labeled ground truth for salient objects. We compute saliency maps with 

all the methods for 1000 images in the database. We compare the proposed method with 
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five state-of-the-art methods: Itti [24], gvbs [18], FC [19], CA [16], and HC [17]. For fair 

comparison, we use the authors’ codes. In Figure 4, it is observed that the salient objects 

are well detected with our method, and the saliency region uniformly highlighted the 

foreground objects with continuous boundaries. Figure.5 shows all the saliency regions 

with all the methods and the ground truth images provided by the dataset, in spite of the 

complex background, the given result images show that our method can outstand 

foreground. It can be seen that for the given ground truth, our method achieved an 

improvement over the other methods. 
 

    

    

    

Figure 4. Saliency Object Detection by Our Method 

In order to obtain a quantitative evaluation, we compute the precision and recall values 

of all the approaches respectively. To plot the pr curves, we need to binarize the saliency 

maps, in our experiments, we set the threshold value within range from 0 to 255. Same as 

prior approaches, the values of precision and recall are defined by 

,
g f g f

re ec

f g

s s s s
p r

s s
                            (18) 

Where fs  denotes the pixels of the binary saliency regions foreground. gs denotes 

the pixels of the ground truth foreground.  

The precision-recall curve is used to evaluate the performance of salient object 

location. In this experiment, we use 1000 publicly available benchmark images, and the 

bandwidth matrix h  for the color range scales of our method is set as 10. The other 

state-of-art methods use their original codes. In many occasions, high precision and high 

recall are both needed. Figure 6 shows all the precision-recall curves of these methods. It 

is clearly observed that our method outperform the other six methods, and it can eliminate 

more background and outstand the foreground images. Our method achieves the highest 

precision, higher recall. Overall, our proposed saliency detection method achieves higher 

performance than the other method mentioned above. 

 

 

 

 

 

 

 



International Journal of Signal Processing, Image Processing and Pattern Recognition 

Vol.8, No.7 (2015) 

 

 

118   Copyright ⓒ 2015 SERSC 

 

        

       

        

        

        

        

        

        

                     (a)original (b) Itti/Koch (c) GVBS (d) FC (e) CA (f) HC (g) Ours (h) groundtruth 

Figure 5. Visual Comparison of Saliency Maps 

 

Figure 6. Comparison of Precision-recall Curves of Saliency Maps 

5. Applications 
 

5.1 Image Segmentation 

Image segmentation is one of the most important basic pre-processing in many fields, 

the main task of segmentation is suggested to identify the salient regions in the images 



International Journal of Signal Processing, Image Processing and Pattern Recognition 

Vol.8, No.7 (2015) 

 

 

Copyright ⓒ 2015 SERSC  119 

Active contour model with level set has been widely used in recent years. Among all the 

region-based models relied on the level set method, the Chan–Vese (CV) model [30] is 

the most classic and popular one. Using the saliency map for original image with initial 

evolution curve, the R-DRLSE model based on CV model [31] can detect the object 

easily. The experimental results are presented in the Figure 7. With the same initial curve 

shown in Figure 7(b), the result of saliency map with R-DRLSE model is shown in Figure 

7(c), Figure 7(e) shows the segmentation result of the original image with CV model, it 

can be observed that the desired object is not detected successfully. The corresponding 

final level set function with the zero level set in red solid line as shown in Figure 7(f) and 

Figure 7(g). 

     

(a)              (b)              (c)              (d)             (e) 

 
(f)                          (g) 

     
(h)             (i)              (j)                 (k)              (l) 

 
(m)                               (n) 

Figure 7. CV Model Segmentation Results with Our Saliency Map 

5.2 Image Fusion 

The best known Laplacian pyramid has been widely utilized as a useful multiple-scale 

tool for a variety of image processing applications, in this paper, we implement the 

Laplacian pyramid image fusion [32] with our saliency map. The basic procedure of 

Laplacian pyramid fusion is described as: firstly, perform a pyramid decomposition on the 

sources images, then integrated with decompositions to a composite representation, lastly, 

the fused image is reconstructed by performing an inverse pyramid transform., In the 

implementation, we substitute saliency map for the region mask in original Laplacian 

pyramid to create the blended image. The image fusion results images is shown in Figure 
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8. The left two columns show the two input images, by using the saliency map as region 

mask, the blended images result are listed in the last columns. It can be observed that with 

our saliency map, the salient object of the first source image is blended well with the 

second source image.   

 

 

  

  

Figure 8. Laplacian Pyramid Blend of Two Images of Saliency Map 

6. Conclusion 

In this paper, we propose a bottom-up saliency detection method based on global 

contrast. Using the mean shift filter, the original image can decrease a few colors, which 

is useful to the saliency map computation. Besides, we use the weight coefficient to 

improve the saliency detection accuracy. Experimental results demonstrate the 

effectiveness of our filtering method, and the saliency map with our method highlights the 

salient object more clearly than the other state-of-the-art methods mentioned above. 

Furthermore, our method has the higher precision and recall too. In addition, we provide 

the contribution of our method with two applications: image segmentation with level set 

method and image fusion. 
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