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Abstract 

Currently, most sentiment analysis of microblog has been focused on coarse-grained 

sentiment analysis, but fine-grained sentiment is better for reflecting the opinion of the public 

when they are facing the social focus. Therefore, a hybrid strategy which is a combination of 

Naïve Bayesian and two-layer CRFs is put forward, which has been applied to the fine-

grained sentiment analysis of Chinese microblog. First, microblog is classified into two types: 

sentiment and non-sentiment by using Naïve Bayesian classification algorithm. And then the 

first-layer CRFs model is built for the topic emotional sentence. Finally CRFs algorithm is 

used again to do multi-classification to assign a specific sentiment category. Experimental 

results show that a good result in sentiment identification based on the combination of Naïve 

Bayesian and CRFs, and also show the advantage of the combination of Naïve Bayesian and 

CRFs interrelated with emotional sentence extraction based on CRFs. 

 

Keywords: microblog; fine-grained sentiment analysis; Naïve Bayesian; Conditional 

Random Fields 

 

1. Introduction 

Along with the development of Web 2.0, social media platform is becoming a very 

important tool for sharing public information. As a state-of-art social media platform, 

microblog has attracted very large amount of users because it is quick, abbreviate and 

efficient in information spreading [1]. Take Sina microblog for example, currently, the 

number of its registered users has become 300 million, and the number of blogs they posted 

daily has broken through 100 million [2]. Information users posted on microblog is usually 

their reactions and opinions to recent events. Since sentiment expresses people’s inner 

feeling, it is an important source for recognizing people’s opinion to events. Therefore, 

sentiment recognition and analysis for microblog plays an important role in monitoring public 

opinions through large amount of microblog data. 

Sentiment analysis can be divided into two kinds: coarse-grained and fine-grained. Coarse-

grained sentiment analysis only uses two categories, namely, “positive” and “negative”, to 

recognize the sentiment in microblog. However, fine-grained sentiment can usually better 

demonstrate users’ opinions, which divides coarse-grained sentiment further into people’s 

real sentiments such as “joy”, “happy”, “sorrow”, “disgust”, etc.  As for now, research on 

microblog sentiment analysis in the literature mostly focuses on coarse-grained sentiment 

analysis, which decides if the micropost expresses positive or negative feeling.  Two methods 

are usually used: machine-learning or semantic-calculation.   

The process for machine-learning based sentiment analysis goes as follows:  At first, select 

and define the features of microblog, and train the classifying model using algorithms such as 

Bayesian, Maximum Entropy, K-Nearest Neighbor, SVM, to finally achieve the goal of 

classifying microblogs’ sentiments into positive or negative[6, 7, 8, 9].  Different from the 

machine learning method, semantic-calculation based sentiment analysis firstly define a 

sentiment thesaurus, then calculate the weight of each feature word using mapping rules to 

complete the classification [10, 11]. The critical part in the machine-learning based method is 
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the selection of features, while that for the semantic-calculation based method is the 

completeness of the thesaurus.  They are both critical to the final classification results. As a 

result, some researchers proposed a way to combine the two methods. For example, Jiang 

[13] and DmitryDavidiv [14] used sentiment thesaurus to help features selection, along with 

using the machine learning method to recognize the positive or negative sentiments is 

effective on English microblogs. However, because of the complexity of Chinese words, the 

sentiment thesaurus for Chinese is less complete than that for English, which costs efficiency 

in later classification. 

To deal with difficulties in Chinese microblogs such as oral, non-normalized words and 

signals, native researchers tried to improve the representation of text features. Xie [15] 

combined 4 features together and  used SVM method to analyze sentiments in Sina 

microblogs. Results showed that the highest accuracy is 66.467% and 67.283%, using 

subject-related and non-subject-related features separately. Xu and Lin [16] took words and 

structures in sentences into account, selected 9 semantic features which affect the sentiment 

of the whole sentence, and combined manual and automatic ways together to construct the 

sentiment ontology. Their method was an initial attempt in semantic based sentiment analysis. 

Li and Cao [17] studied from the linguistics perspective and leveraged the “sentiment 

tendency definition” calculation method based on weight-first to get the feature word which 

best represents the sentiment tendency among all the words in the phrase. Then they analyzed 

the sentiment tendency and its strength of the phrase according to the way the characteristic 

words were combined. The method is meaningful in fine-grained text sentiment analysis. 

For some applications based on microblog (such as public opinion supervision), fine-

grained sentiment analysis explores the blogger’s opinion more accurately, and detects users’ 

sentiment changes more effectively. So, we propose a hybrid approach of native Bayesian and 

two-layer CRF to achieve fine-grained microblog sentiment analysis. Applying two-layer 

CRF method on the classification results of the native Bayesian model can reduce chaos, thus 

improve the accuracy of the result, and two-layer CRFs model is adopted to shorten the 

training time and improve results. 

The paper is organized as follows: Chapter 2 introduces the whole framework; Chapter 3 

explains how to discriminate between sentiment and non-sentiment using the native Bayesian 

classification algorithm and Chapter 4 illustrates the design of two-layer CRF model for fine-

grained sentiment analysis; Chapter 5 includes analysis and discussion of the results; 

Conclusion and further work are made in Chapter 5. 

 

2. Hybrid Strategy for Fine-Grained Sentiment Analysis 

The aim of fine-grained sentiment analysis of microblog is to classify each blog’s 

sentiment into one of the followings: anger, disgust, fear, happiness, like, sadness and 

surprise. Since microblog sentiment analysis is based on the fact that the microblog does have 

sentiment, we should first decide whether the microblog has sentiment or not, through which 

the fine-grained sentiment analysis accuracy can be improved. We propose an integrated 

method in this paper, comprised of three steps: First, we use the native Bayesian classification 

algorithm to decide if the microblog has sentiment or not; Secondly, we extract emotional 

sentence of microblog using the CRFs algorithm for binary classification; And then CRFs 

algorithm is used again to do multi-classification to assign a specific sentiment category. In 

Figure 1 our pipeline for analyzing fine-grained sentiments in microblog is shown. 
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Figure 1. Analysis Pipeline for Fine-grained Sentiment in Microblog 

Whichever algorithms we execute, the main task is feature selection. 

Feature selection for Naïve Bayesian classifier: selecting the feature word that can be used 

to draw a clear distinction between sentiment and non-sentiment. 

Feature selection for the first CRFs: several features are extracted for emotional sentence 

extraction, which include word unigram, POS features, syntactic features, sentiment features, 

emoticons, and reduplication. 

Feature selection for the second CRFs: we analyze the influential factor of identifying the 

specific sentiment of microblog on two major grounds, which are intensity of sentiment and 

location of sentiment sentence. 

 

3. Naïve Bayesian Classifier Design 
 

3.1. Feature Selection 

Feature selection is a data pre-processing procedure in text classifying algorithms. Words 

which obviously represent the category of the text are selected, while others are deleted. For 

such purpose, we need to do characteristic selection after parsing to differ feature words with 

sentiment from those without sentiment. In this paper, we first parse the microblogs in our 

training set, and then calculate the occurrences of each word under two conditions: sentiment 

and non-sentiment. At last, according to formula (1), we select those words whose 

occurrences changed dramatically under the two conditions as the characteristic words. 

)1,0( &&
1

1 


 inwordfreqk
wordfreq

wordfreq
i

i

i      (1) 

When i=0, it shows that the ratio of two frequency is greater than K, which the 

denominator is the frequency of the word examined in non-sentiment, and the numerator is 

the frequency of the word examined in sentiment. Moreover the frequency of the word 

examined in sentiment is greater than n. When i=1, the formula operate the opposite way 

around. 

After selecting some feature words, we do the part of speech (POS) analysis on the 

remaining words. We discover that POS of some word occurrences differ a lot when 

expressed subjectively or objectively. For example, in the training set, [/face] signals 

appeared 972 times in blogs with sentiments and 138 times in microblogs without sentiments. 

As a result, we choose 19 POS of word whose occurrences changed dramatically from 

microblogs with sentiment to those without and add them to the feature word set. They are: 

[/t]、[/m]、[face]、[/o-y-e-ry]、[/rz]、[/z]、[/b]、[/ne]、[/n]、[/w]、[/rr]、[/r]、[/a]、

[/v]、[/d]、[/p]、[/c]、[/u], and [/s]. 
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3.2. Naïve Bayesian Classification Model Design  

Naïve Bayesian classification algorithm (NB) is a hypothesis-based prior probability 

learning algorithm based on the Bayesian theorem. Intuitively, we assume the class set is pre-

defined. To decide which class the new term belongs to, we calculate the probability of each 

class’ appearance under the condition that the new term appears. The class with the biggest 

probability is the one that the term belongs to. 

Definition 1. Let },...,,,{ 321 maaaaA   where A is a term to be classified, and i
a  is 

the characteristics for A. Let },...,,,{ 321 nbbbbB  where B is the class set and ib represents 

each class. Calculate )( 1 AbP , )( 2 AbP , )( 3 AbP , … , and )( AbP n  respectively. If there 

exists  )(),...,(),(max)( 21 AbPAbPAbPAbP nk  , then kbA . This process is called naïve 

Bayesian classification. 

From Definition 1, we can see that calculating the conditional probabilities is the 

most critical step. To calculate the value of )( AbP i , we need to conduct supervised 

learning.  The annotated training set is used to collect the conditional probabilities of 

each characteristic property under different classes, i.e., )( 11 baP , )( 12 baP , …, )( 1baP m ; 

)( 21 baP , )( 22 baP , …, )( 2baP m ; )( 1 nbaP , )( 2 nbaP , … , )( nm baP . Consider the fact that 

each characteristic property is independent, we get the formula of calculating 

conditional probabilities of classes based on the Bayesian theorem as follows: 

）（2            )()()()()...()()(/)()()(
1

11 ij

m

j
iiimiiiii

baPbPbPbaPbaPbaPAPbPbAPAbP 


  

)( ibP
 
is the prior probability for the class ib ,  )( ij baP  is the posterior probability of 

ja  under class ib . In our paper, we only have two classes 0b  and 1b , representing the 

class with sentiment and the class without sentiment, separately.  The formulas for 

calculating the prior and posterior probabilities are shown in formula (3) and (4) 

separately. 
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ba denotes that the total number of feature words belong to category 
i

b ; A denotes 

the total number of feature words in training set;  )|(
i

ba  denotes the frequency of a certain 

word in category 
i

b ; c denotes the total number of non-repeated feature words. According 

to the above formulas, the process of classifying microblogs can be divided into three steps: 

Step 1: Pre-processing. The purpose is to prepare for naïve Bayesian classification. We 

first construct the feature vectors on the training set after parsing, and then choose the proper 

calculation model. The polynomial model and the multi-variate bernoulli model are two 

commonly used Bayesian models for text classification. The polynomial model works on 

words, the representative variable for each word is the times it occurs in the file.  The multi-

variate bernoulli model works on files, the representative variable for each word is Boolean. 

Consider the facts that the amount of words in microblogs is small and word is a very 

important unit in microblogs, we choose the polynomial Bayesian classification model in our 

experiment. 

Step 2: Classifier training. The aim of this procedure is to generate the classifier.  Mainly, 

we calculate the probabilities that the two classes (with or without sentiment) appear in the 
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training set, denoted as )( ibP  (i=1 represents the one with sentiment, vice versa). We also 

calculate the conditional probability of every feature word under sentiment and non-sentiment 

respectively. In this process, the input data includes the featrue sets and the training samples.  

The output is a classifier. 

Step 3: Differ sentiment microblog from non-sentiment microblog. The aim of this 

procedure is to divide microblogs into the two classes: the class with sentiment and the class 

without sentiment. At first, we construct the microblog’s feature vector. Then we calculate the 

product of the probabilities of each characteristic word under the two conditions (sentiment 

and non-sentiment) separately, which are formula (5) and (6): 

 


m

j j
sentimentaPsentimentPP

1
)|()(1                                   (5) 

 


m

j j
sentimentnonaPsentimentnonPP

1
)|()(2               (6) 

After comparing the values of P1 to P2, we choose the bigger one as the sentiment class 

the microblog belongs to. In this process, the input data includes the classifier and the 

characteristic vector of the blog to be classified. The output is a mapping between microblogs 

and the two sentiment classes. 

 

4. Sentiment Analysis based on Conditional Random Fields 

Using the naïve Bayesian classification model, microblogs can be divided into the 

sentiment and non-sentiment. The objective of fine-grained sentiment analysis is to refine the 

emotional microblog. According to sentiment thesaurus constructed by Dalian University of 

Technology, fine-grained sentiment is divided into seven kinds, including anger, disgust, fear, 

happiness, like, sadness, surprise. The one of the seven sentiments is outputted as the final 

result. In order to accomplish the above tasks, two-layer Conditional Random Fields (CRFs) 

model is proposed. Once used in the emotional sentence extraction, another is used in the 

fine-grained sentiment analysis. 

 

4.1. Conditional Random Fields Model 

Conditional Random Fields is one notable variant of a Markov random field. Conditional 

Random Fields are a type of discriminative undirected probabilistic graphical model. The 

nodes in the graph represent random variables; the edges between the nodes represent 

dependencies between random variables. 

X is given the observed values, and Y is a set of random variables. Conditional Random 

Fields are used to calculate the conditional probability of random variables Y on observations 

X. CRFs define as follows:  

Definition [19]: Let ),( EVG   be a graph such that
Vvv

YY


 )( , so that Y is indexed by the 

vertices of G. Then ),YX（ is a conditional random field in case, when conditioned on X, the 

random variables 
v

Y  obey the Markov property with respect to the graph: 

)~,,(),,( vwYXYpvwYXYp wvwv  , where w ~ v means that w and v are neighbors in G. 

From the view of the fundamental theorem of Markov random field, Conditional Random 

Fields is composed of an undirected graph and a set of potential functions cliques. The 

conditional probability distribution represented by a Conditional Random Field is given by 
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x

Z  , known as the partition function(Normalization factor), is given by  

),(
c

y
c

x

Cc
cyx

Z 


                      (8) 



International Journal of Database Theory and Application 

Vol. 7, No. 6 (2014) 

 

 

196   Copyright ⓒ 2014 SERSC 

 

),(
ccc

yx is the potential function for the state of the variables that appear in c clique, c 

represents a clique in all cliques C , 
c

x and 
c

y represent the variables participated in clique c . 

Conditional Random Fields are often conveniently represented as log-linear combination. 

Each clique potential is replaced by an exponentiate weighted sum of features of the state:  

)),(exp(),( cckck kcccc yxfyx                   (9) 

Conditional random fields commonly used in the labeling or analysis of sequence data, 

such as Natural Language Processing, e.g. [20]. In principle, the graph model layout of 

conditional random fields can be arbitrarily given, but popular layout is a linear chain. It is 

because that there are efficient algorithms on the training, inference, or decoding of the linear 

chain CRFs.  

Use of sentiment-related words is not the sole means of expressing emotion. Often a 

sentence, which otherwise may not have a sentiment word, may become emotion bearing 

depending on the context or underlying semantic meaning. Sometimes, the emotional 

expressions contain direct sentiment words, reduplication, colloquial words and foreign 

words. On the other hand, the emotional expressions contain indirect sentiment words and 

emoticons. As the microblog corpus has sentence level sentiment annotations, sentiment 

words can not be used as the sole standard for the sentiment expression of microblog. For 

example, two sentences in a microblog, “sunny” occurs in a subjective sentence, “boring” 

occurs in a objective sentence, the sentiment of microblog will expressed by the sentiment 

annotation of subjective sentence. Thus extracting emotion sentence can clear away the 

obstacles and improve the precise. To address the problem, we proposed a two-layer CRFs 

model: 

 First layer CRFs: input is a sentence of the microblog, output is “S-Yes” or “S-No”. 

“S-Yes” denotes the sentence is an emotions sentence of the microblog, “S-No” is on 

the contrary. In this layer, feature selection focus words, including direct sentiment 

words, indirect sentiment words and emoticons, and so on. 

 Second layer CRFs: input is the result of the first step, and output is a one of the seven 

sentiments including anger, disgust, fear, happiness, like, sadness, surprise. The 

intensity of sentiments and location information of sentiment sentence are the features 

in this layer. 

 

4.2. Different Features Definition 

An important characteristic of Conditional Random Fields model is that various features 

can be flexibly defined and additional independence assumptions or internal constraints do 

not need to be considered. On the other hand, it also shows that feature selection has a great 

influence on the final results. According to the research result, the combination of multiple 

features in comparison with a single feature generally shows a reasonable enhancement of 

any classification system [21]. Consequently, through manually reviewing the microblog 

corpus and their language specific characteristics, the feature sets for emotional sentence 

extraction and fine-grained sentiment analysis are defined, as shown in the Table 1 and Table 

2. 

Table 1. Feature Set for Emotional Sentence Extraction 

Feature Feature symbol Description 

Emoticons Em 

Judge the emoticons whether to be included in the 

sentence. For example,  often occurs in the 

emotional sentence. 

POS information  POS 
Chinese word is tagged “noun,verb,adj,adv, 

nw,idiom,prep”, and statistics for each part of 
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speech in the sentence frequency.  

Reduplication Dup 

Use "Dup-0" and "Dup-1" to represent indicate 

whether the repeated words. For example, Chinese 

sentence “he is 太(very)太(very)太(very) good”; 

The repeated word “very” is used to express 

praise, so the sentence is considered as an 

emotional sentence. 

Special punctuation 

symbols 
SPS 

“?” or “!” is included in the sentence, which is 

used as an intensive word in emotional sentence. 

Quoted sentence Qu 

Judge double quotation marks whether to be 

included in the sentence. Generally, quoted 

sentence do not contain author’s emotion. 

Context feature CF 

Parallelism sentence is usually used to make 

statements, so which is not considered as an 

emotional sentence. 

 

Emotional sentence extraction is binary classification based on CRFs, and then fine-

grained sentiment analysis is multi-classification based on CRFs, the feature set is shown in 

Table 2. 

Table 2. Feature Set for Multi-classification CRFs 

Feature Feature symbol Description 

ntensity 
AN, DI, FE, HA, 

LI, SA, SU 

According to sentiment thesaurus, each sentiment 

word has intensity of sentiment. For example, 

“AN-8” denotes that the intensity of sentiment 

“anger” is eight in this sentence. “DI-0” denotes 

that sentiment “disgust” is not included in this 

sentence sentiment. 

Location  
Loc-F,Loc-M,Loc-

L 

Loc-F: emotional sentence at the beginning of a 

mciroblog text. 

Loc-F: emotional sentence at the middle of a 

mciroblog text. 

Loc-F: emotional sentence at the end of a 

mciroblog text. 

 

4.3. Model Training 

We train our CRFs model using CRF++, a highly efficient general purpose CRFs toolkit 

written in C++ [22]. CRF++ allows the definition of both unigram and bigram features, where 

unigram features are related to the prediction of a single observation in a sequence (first order 

Markov) and bigram features are related to the prediction of pairs of observations (second 

order Markov). Unigram features generate a total of L×N distinct features, where L is the 

number of output classes and N is the number of unique features. Bigram features generate 

L×L×N distinct features. In our task, the first layer CRFs employs unigram template, bigram 

template is adopted by the second layer CRFs, and the window size of feature template both 

are 3. 

When running the train command “%crf_learn template_file train_file model_file>> 

info.txt”, the parameter “-f NUM” is set to “-c 5”, which meant that only the  features appears 

not less than 5 times will be calculated when CRF++ is training. Additionally, in the case of 

the CRFs trained on independent observations, we remove all but node features, so as to 

avoid an artificial decrease in performance. At last, command “%crf_test –m model_file 

test_file >>result.txt” is running, and then the accuracy of model is achieved by assessing the 

file “result.txt”. 
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5. Experimental Results 
 

5.1. Second-order Headings 

Experimental data is from NLP&CC 2013 microblog sentiment analysis corpus. The 

corpus is mainly from Sina microblog, a total of 4000 annotated sample data and 10000 

annotated testing data are included. In this corpus, not only the sentiment of microblog is 

annotated, but also the sentiment of each sentence is annotated. A hybrid strategy is presented 

in experiment scheme, different machine learning algorithms are used to solve different 

problem. Firstly, microblog is divided to sentiment and non-sentiment by using Naïve 

Bayesian. In this part, extract 3500 microblogs from 4000 microblogs annotated manually as 

the training corpus. Then CRFs is adopted to analyze the fine-grained sentiment of microblog. 

In order to shorten the training time and improve results, we have adopted a two-layer CRFs 

model. In the first layer, we carried out the binary classification, determine whether a 

sentence is an emotional sentence, then do multi-classification to assign a specific sentiment 

category. In this part, 2171 emotional microblogs annotated manually from 4000 microblogs 

is extracted as the training corpus.  

We have been applying “NB+SVM” and “NB+KNN” into the sentiment analysis of 

Chinese microblog, and have taken part in the NLPCC 2013 evaluation. The effectiveness of 

the above methods are proved by the good ranking of the subimitted results [23]. To verify 

the effectiveness of the two-layer CRFs, some comparison experiments are carried out, data 

selection in detail is shown in Table 3. 

Table 3. Feature Set for Multi-classification CRFs 

Model Training Set Test Set 

SVM 3500 sample data 500 sample data 

KNN 3500 sample data 500 sample data 

NB+SVM 

NB 4000 sample data 10000 testing data 

SVM 
2172 emotional sample data 

annotated manually 

6593 emotional testing data calculated 

automatically using NB 

NB+KNN 

NB 4000 sample data 10000 testing data 

KNN 
2172 emotional sample data 

annotated manually 

6593 emotional testing data calculated 

automatically using NB 

NB+CRFs 

NB 4000 sample data 10000 testing data 

First 

layer 

2172 emotional sample data 

annotated manually 

6593 emotional testing data calculated 

automatically using NB 

Second 

layer 

The number of microblog remains unchanged, but the number of sentence 

decreased significantly. 

 

5.2. Results and Observations 

Wherever Times New Roman is specified, Times Roman, or Times may be used. If neither 

is available on your word processor, please use the font closest in appearance to Times New 

Roman that you have access to. Please avoid using bit-mapped fonts if possible. True-Type 1 

fonts are preferred. 

In our experiments, ICTCLAS released by CAS is employed to segment words and to tag 

POS and CRF++0.58 is employed to train model. In additional, the classification and 
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intensity of sentiment word is based on sentiment thesaurus constructed by Dalian University 

of Technology, which is enriched by some network vocabulary and emoticons. 

Three evaluation metrics, that is, Precision (P), Recall (R), and F1-measure (F) are used for 

performance evaluation for binary classification of sentiment. And three other metrics, Macro 

Precision (MP), Macro Recall (MR), Macro F1-measure (MF) are used for evaluating the 

efficiency of fine-grained sentiment analysis. The formulas of evaluation standards are listed 

as follows. 

                     
  Yemotionproposedsystem

 Yemotioncorrectsystem
P

)(_#

)(_#
recision




                              (10) 

                            
)(#

)(_#
ecall

Yemotionannotated 

 Yemotioncorrectsystem
R




                                   (11) 

                                
ecallrecision

ecallrecision2
1

RP

RP
F




                                                        (12) 

                  
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
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)(_#

6

1
recision_                  (13) 

                  



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i iemotionannotated

iemotioncorrectsystem
PMacro

)(#
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6

1
recision_                       (14) 

                  
ecall_recision_

ecall_recision_2
1_

RMacroPMacro

RMacroPMacro
FMacro




                             (15) 

In above formulas, #system_correct denotes the number of the submitted results which 

match with the manually annotated results, #system_proposed denotes all the number of the 

submitted results, #annotated denotes the number of the manually annotated results, and i 

denotes a specific sentiment belongs to the seven sentiment. 

For creating the results, we carried out five classification methods, including SVM, KNN, 

NB+SVM, NB+KNN, NB+CRFs, the last three of which are hybrid method. In Table 4 the 

comparison results for sentiment identification are provided, and the results for fine-grained 

sentiment analysis is shown in Table 5. Taken as a whole, it is that a satisfactory result can be 

acquired adopting hybrid methods, and the efficiency of sentiment identification is greater 

than fine-grained sentiment classification. In Table 4, the results show the hybrid methods 

that provide the higher performance. But “NB+SVM” and “NB+CRFs” give identical results, 

because they only hire Naïve Bayesian to identify the sentiment of microblogs. Moreover, for 

“NB+KNN” method, although classification for sentiment and non-sentiment using Naïve 

Bayesian, the final results will be modified by KNN model, hence “NB+KNN” has high 

performance than two other hybrid methods. From the results of Table 5, “NB+CRFs” has the 

highest accuracy in MP and MF. Thus it can be seen that two-layer CRFs can improve the 

precision of fine-grained sentiment analysis. The results also show that the emotional 

sentence extraction based on CRFs has contributed to the final results. 

Table 4. Experimental Result of Sentiment Identification 

 Precision Recall F-measure 

SVM 0.6212 0.7274 0.6701 

KNN 0.6495 0.7220 0.6838 

NB+SVM 0.6626 0.8012 0.7254 

NB+KNN 0.6676 0.7982 0.7271 

NB+CRFs 0.6626 0.8012 0.7254 
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Table 5. Macro Average of Fine-grained Sentiment Classification 

 Macro 

Precision 

Macro 

Recall 

Macro 

F-measure 

SVM 0.1922 0.1805 0.1862 

KNN 0.2088 0.2308 0.2192 

NB+SVM 0.2109 0.1996 0.2051 

NB+KNN 0.2704 0.3064 0.2873 

NB+CRFs 0.2899 0.2998 0.2948 

Those results lead to the conclusion, that the method using “NB+CRFs” model is a suitable 

choice for the fine-grained sentiment analysis of microblog. With sentiment identification 

using Naïve Bayesian model results in a better performance. 

 

6. Conclusions and Future Work 

We presented a hybrid sentiment analysis approach for detecting seven sentiment classes 

on microblog. We contribute a mean for decreasing non-sentiment microblog and non-topic 

sentence interfere with the final results. We are able to identify two classes of sentiments with 

accuracy of 72.71% and senven classes with accuracy of 29.48%. Based on our approach, 

NB+CRF, it is possible to detect more microblog that are relevant for public opinion 

monitoring system than using traditional sentiment analysis methods. 

Future work needs to be done to enhance the current machine learning models. In this case, 

first, a much larger labeled training set is needed. Second, feature selection for CRF should be 

further research. Study on how to combine the different feature and test the optimum 

combination. Furthermore, the hybrid strategy should be tested in different types of corpus to 

check its robustness. 
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